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EXECUTIVE SUMMARY 
 

Traffic demand grows rapidly over the past decades around the world, which leads to 

severe traffic congestion problems. Congestion has numerous negative effects, such as wasting 

time of drivers and passengers, increasing delays, decreasing travel time reliability, wasting fuel, 

and increasing air pollution and greenhouse gas (GHG) emission. In addition, when congestion 

occurs, the variation in speeds and headways between vehicles might lead to longer queues, longer 

travel time on the highways, higher accident possibilities and more frustrated drivers. In 

conclusion, traffic congestion is detrimental to the operational efficiency as well as travelers’ 

safety.  

In order to relieve highway congestion, the departments of transportation (DOT) have been 

seeking new ways to satisfy the increasing demand and make full use of the infrastructure 

resources. Thus, some ad hoc traffic management strategies have been developed and deployed by 

the DOTs so that the existing roadway resources can be fully optimized. Among different types of 

traffic management strategies, active traffic management (ATM) is a scheme that can be used for 

relieving congestion and improving traffic flow on the highways. Among these ATM strategies, 

variable speed limit (VSL) control has been implemented around the world (e.g., Germany, the 

United Kingdom, and the United States). VSL control systems are deployed to relieve freeway 

congestion, improve safety, and/or reduce the emission of greenhouse gases and fuel consumption 

under different situations.  

Moreover, with the development of emerging technologies, various novel methods on the 

basis of the intelligent transportation systems have been developed in recent years. Connected 

autonomous vehicle (CAV) belongs to such technology. The CAVs integrate vehicle-to-vehicle 

(V2V), vehicle-to-infrastructure (V2I) and infrastructure-to-vehicle (I2V) communication into 

control systems. The existing research efforts proved that enhanced performances could be 

achieved using CAV technologies. 

The research intends to systematically develop a VSL control framework in a CAV 

environment, in which the V2V, V2I, I2V, and platooning technologies are integrated with the 

VSL control. In addition, mixed traffic flows (including trucks and cars) are taken into account in 

the developed VSL control models. The policies (such as left-lane truck restriction policy) that are 

used to reduce the impacts of trucks on cars and CAV technologies (e.g., vehicle platooning) 

integrated with VSL control are explored. Multi-objective optimization models are formulated. In 

terms of the discrete speed limit values in the real world, discrete optimization techniques, such as 

genetic algorithm (GA) and tabu search (TS), are employed to solve the optimization control 

models. Different scenarios are designed to compare the control results. Sensitivity analyses are 

presented, and comprehensive characteristics underlying the VSL control are discussed in detail. 

Summary and conclusions are made, and further research directions are also given.  
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Chapter 1. Introduction 

1.1. Problem Statement 

Traffic demand grows rapidly over the past decades around the world, which leads to 

severe traffic congestion problems. The Highway Capacity Manual (HCM 2010) defines the traffic 

congestion as a situation in areas when the traffic demand exceeds the capacity of the highway 

systems, and it is faced by many travelers on a daily basis particularly during the peak hour periods. 

Nowadays, traffic congestion has been getting worse. For example, congestion occurs on more 

roads, affects more trips in the transportation system, wastes more travel time, and extends more 

times of a day than that in the past (FHWA 2004). Generally speaking, congestion has numerous 

negative effects, such as wasting the time of drivers and passengers, increasing delays, decreasing 

travel time reliability, wasting fuel, and increasing air pollution and greenhouse gas (GHG) 

emission. In addition, when congestion occurs, the variation in speeds and headways between 

vehicles might lead to longer queues, longer travel time on the highways, increased possibility of 

accidents and more frustrated drivers. In conclusion, traffic congestion is detrimental to the 

operational efficiency as well as travelers’ safety. 

Due to the limited budget, it is impossible to expand current or build new roadway 

networks. In order to address this issue and relieve highway congestions, the local, state, and 

federal departments of transportation (DOT) have been seeking new ways to satisfy the increasing 

demand and make full use of the infrastructure resources. Thus, some ad hoc traffic management 

strategies have been developed and deployed by the DOTs so that the existing roadway resources 

can be fully utilized. Among many traffic management strategies, active traffic management 

(ATM) is a scheme that can be used for relieving congestion and improving traffic flow on the 

highways (Mirshahi et al. 2007). Typically, the ATM includes managed lanes (ML), variable speed 

limit (VSL), route guidance (RG), and ramp metering (RM), which makes use of the automatic 

system and human interventions to manage traffic demand, improve the efficiency of high systems, 

and enhance safety of highway users. ATM seeks to relieve the congestion through controlling 

both the mainstream and ramp demands. It has been verified that the ATM systems can be 

implemented to improve the level of safety and maximize freeway throughput (Mirshahi et al. 

2007). Among these ATM strategies, VSL control has been widely implemented around the world 

(including Germany, the United Kingdom, and the United States) and has been suggested by the 

Federal Highway Administration (FHWA) as the next step in addressing the U.S. freeway 

congestion problems (Mirshahi et al. 2007). VSL control systems are deployed to relieve freeway 

congestions, improve safety, and/or reduce the emission of greenhouse gases and fuel consumption 

under different situations. For example, VSL systems implemented on freeways aim to suppress 

shockwaves at both non-recurrent and recurrent freeway bottlenecks and relieve adverse weather 

impact on freeways (Katz et al. 2017). VSL control can also be used to reduce the possibility of 

secondary accidents on freeways by displaying a lower speed limit when there is an incident on 

the freeway. VSL systems have been employed in the work zone as well so that a smoother flow 

of traffic between the upstream and downstream sections can be achieved (Katz et al. 2017).  

VSL control strategies have been studied by a lot of researchers in which different types of 

objective functions were developed (e.g., minimizing total travel time, maximizing total travel 

distance, and minimizing GHG emissions and fuel consumption). Existing approaches used by the 
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researchers can be classified into four categories: model predictive model (MPC), local feedback 

theory, shock wave theory, and optimization algorithm. Among these approaches, MPC has been 

the most widely used approach since it was first adopted by Hegyi et al. to address the VSL control 

problem in 2005. In addition, the traffic flow models that have been employed include, but are not 

limited to, the METANET model, cell transmission model (CTM), Lighthill-Whitham-Richard 

(LWR) model, and three-phase traffic theory. Even though numerous promising results have been 

achieved, there are still a lot of problems that need to be addressed. One of the problems is the 

driver compliance rate. According to the existing studies, with low driver compliance rate, the 

control results might not be good enough. Besides, heavy vehicles are not taken into account when 

developing a VSL control model in most of the existing studies. It has been verified that the driver 

behaviors of passenger cars can be negatively affected by the presence of different percentages of 

trucks traveling on the freeways (van Lint et al. 2008). As such, a VSL control framework that 

accounts for heavy vehicles should be developed.  

Moreover, with the development of emerging technologies, various novel methods on the 

basis of the intelligent transportation systems have been developed in recent years. Typically, such 

new methods aim to increase the efficiency of the transportation system, rather than building more 

roads. One of the representative technologies is the driving-assistant system. Such a system can 

comfort drivers by performing driving task, which is also beneficial to freeway efficiency as well 

as the safety. Connected autonomous vehicle (CAV) belongs to such technology. One of the 

applications of the CAV technologies is the cooperative adaptive cruise control (CACC) system. 

The CACC system is an improved technique that integrates vehicle-to-vehicle (V2V) wireless 

communication with the adaptive cruise control (ACC) system to obtain enhanced performances, 

including improved traffic flow, reduced fuel consumption, and enhanced safety. Furthermore, the 

CACC system can also integrate vehicle-to-infrastructure (V2I) and infrastructure-to-vehicle 

(I2V) communication into the control systems. The introduction of the cooperative systems will 

generate several benefits including increased capacity (Shladover et al. 2012). The CAV 

technologies are more efficient in many ways than the existing intelligent transportation systems 

(ITS). 

The research intends to systematically develop a VSL control framework in a CAV 

environment, in which the V2V, V2I, and platoon technologies are integrated with the VSL 

control. In addition, heavy vehicles (such as trucks) are taken into account in the developed VSL 

control models. Some policies and technologies (such as left-lane truck restriction policy, ACC 

and CACC equipped vehicles, and truck platoons) that are used to reduce the impacts of trucks on 

passenger cars are explored. A multi-objective optimization model is built. In terms of the discrete 

speed limit values in the real world, discrete optimization techniques, such as genetic algorithm 

(GA) and tabu search (TS), are employed to solve the optimization control models. Different 

scenarios are designed to compare the control results. Sensitivity analyses are presented and 

comprehensive characteristics underlying the VSL control are discussed in details. Summary and 

conclusions are made and further research directions are also given.  

1.2. Objectives 

The goal of this research is to develop a comprehensive VSL control framework in a CAV 

environment which belongs to a proof-of-concept study. The proposed work in this research is 

intended to fulfill the following objectives: 



 

3 

1. To develop a VSL control framework that takes mixed traffic flows into account. 

Discrete optimization algorithms, such as GA, are adopted to solve the developed VSL control 

problems. In addition, the VSL control results under left-lane truck lane restriction policy are also 

assessed; 

2. To systematically assess the VSL control performances in a CAV environment. 

VSL control strategies integrated with different types of CAV technologies (such as V2V and V2I) 

are developed; 

3. To explore VSL control results with a different number of control segments, 

different truck percentages, and different penetration of CAVs. The efficiency of the control 

systems and the level of safety under different control scenarios are also evaluated; 

4. To select a real-world freeway corridor to examine the developed control strategies 

so that the gaps between the theoretical research and the application of the developed VSL control 

can be bridged.  

1.3. Expected Contributions 

In order to relieve the growing freeway congestion and make full use of the freeway 

resources, one of the most effective ATM strategies, i.e., VSL, is studied in this research. A lot of 

promising results of VSL have been achieved; however, there are still a lot of problems which 

need to be addressed when developing an effective VSL control system. Moreover, the 

development of CAV technologies provides added benefits to the control systems, which might 

help achieve enhanced VSL control performances. The expected contributions from this research 

are summarized as follows:  

1. Ability to develop VSL control strategy for mixed traffic flows. Such strategies can 

also be integrated with different heavy-vehicle based managed lane policies; 

2. Ability to systematically developed and apply discrete optimization algorithms to 

solve the control models and produce quality solutions for the VSL control; 

3. Ability to evaluate the performances of VSL control in a CAV environment; 

4. Ability to account for different levels of CAV technologies, such as V2V, V2I, and 

platoon cars; 

5. Ability to relieve the real world freeway congestion problems by using the 

developed VSL control strategies. 

1.4. Report Overview 

The research will be structured as shown in Figure 1.1. In this chapter, the significance and 

motivation of the VSL control have been discussed, followed by the description of study objectives 

and expected contributions. 
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Chapter 2 presents a comprehensive review of the current state-of-the-art and state-of-the-

practice of VSL control. Previous approaches that have been adopted to solve the VSL control 

problems are classified into four categories: (1) model predict control; (2) local feedback approach; 

(3) optimal control approach; (4) shock wave theory. In addition, the applications of the VSL 

control around the world are also reviewed. Finally, in this chapter, since a real-world freeway 

corridor is selected, calibration methods that have been developed and used to calibrate the 

microscopic traffic simulation models are also reviewed and presented in this chapter. 

Chapter 3 presents VSL control models formulated in this report, including the traffic flow 

models, objective function and constraints, car-following characteristics of CAVs, and the 

integrated control system. The METANET and CTM are used to predict traffic states on the 

freeways. Since the accuracy of the traffic flow models (e.g., METANET) can be affected by the 

presence of heavy vehicles on the roadways, researchers typically consider mixed traffic flows by 

converting other classes of vehicles to the passenger car equivalents (PCE). As such, the method 

to compute the PCE value with VSL control is introduced in this chapter. Based on the PCE value, 

the effective density, flow, and speed are computed. A modified METANET and CTM are 

developed in which the equilibrium traffic data (such as equilibrium flow and equilibrium density) 

are considered. A multi-objective function which aims to minimize the total speed variation (TSV) 

between the control speeds and detected speeds at the most upstream and downstream detectors, 

total speed difference (TSD) between the control speeds and real speeds, and the total travel time 

(TTT) on the selected freeway stretch are established. The VSL control strategies with different 

CAV technologies including V2V, V2I, and platooning cars are also developed. Since a real-world 

freeway stretch that contains more than one bottlenecks is selected to examine the developed 

control strategies, the VSL control for multiple bottlenecks is also discussed in this chapter. The 

control objectives and constraints are also included. 

Chapter 4 discusses the proposed solution framework for the VSL control in this research. 

An effective method (i.e., sequential quadratic programming (SQP)) which has been used to solve 

the nonlinearly constrained optimization problems and two metaheuristic algorithms including the 

GA and TS, are proposed to find an optimal set of speed limit values during every control time 

period. Note that, the SQP algorithm is used as a benchmark to examine the solution quality of the 

GA and TS. 

Chapter 5 describes case studies (including both hypothetical and real-world freeway 

stretches) used in this study. The detailed information about the case studies (e.g., demand at the 

on-ramp and mainline and truck percentage) is also presented. 

Chapter 6 discusses the calibration of the microscopic traffic simulation model on the basis 

of the selected real-world case study. The corresponding traffic data from the Caltrans 

Performance Measurement System (PeMS) are collected. The data include the number of vehicles, 

flow and speed, positions of detectors on the freeways, average travel time, the percentage of 

trucks, and locations of on- and off-ramps. By using the collected data, the calibration is conducted. 

The objective function is defined to minimize the difference between the simulated and field traffic 

data (e.g., flow and speed). To obtain a good calibration result, different metaheuristic algorithms 

and warm start methods (using the solutions obtained from one algorithm as a starting point for 

another algorithm) are introduced and tested. Finally, the parameter set with the best performance 
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(e.g., with the least objective function value) is used to examine the performance of the developed 

VSL control systems. 

Chapter 7 describes the results of the developed VSL control models in detail. The 

simulation outputs with a different number of control segments are explored. The relationships 

between the control performances and driver compliance rates as well as truck percentages are 

discussed. Additionally, this chapter also presents the details of the VSL control by using the real 

world freeway corridor selected and calibrated parameters in Chapter 6. The control results under 

different scenarios with different technologies including V2V, V2I, and platooning cars are 

assessed. In addition, different penetration rates of CAVs and communication distances are 

explored in this chapter as well. The control performances including average flow, speed and 

density, speed variation, number of stops, average delay, queues, and emission of greenhouse gas 

are compared under different scenarios. Potential impacts of the introduction of new technologies 

on the mobility, efficiency, and environments are presented through different comparisons. 

Chapter 8 concludes the report with a summary of the developed control models, solution 

approaches, and numerical results. Suggestions for future research directions are also provided. 
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FIGURE 1.1 Research Structure 
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Chapter 2. Literature Review 

2.1. Introduction 

This chapter provides a comprehensive review of the current state-of-the-art and state-of-

the-practice of VSL control. This should give a clear picture of VSL models, algorithms, and their 

applications around the world. Several studies deserve particular attention which will provide a 

solid basis for this research.  

The following sections are organized as follows. Section 2.2 presents the theoretical 

background of freeway speed control, including the introduction of fundamental diagram (FD) and 

impacts of VSL control on traffic states (such as the critical density and freeway capacity). Section 

2.3 reviews the VSL control approaches that have been developed by the researchers in detail. 

Approaches are divided into four common categories: MPC approach, feedback approach, optimal 

control approach, and shock wave theory. In section 2.4, the practices of the VSL control in the 

Europe, the United States, and other countries are reviewed. VSL systems that are integrated with 

connected vehicle (CV), autonomous vehicles (AV), and/or CAV are reviewed in section 2.5. 

Section 2.6 shows common methods that have been developed and adopted to calibrate the 

parameters of microscopic traffic flow models. Finally, section 2.7 concludes this chapter with a 

summary.  

2.2. Theoretical Background of Freeway Speed Control 

2.2.1. Theoretical Background 

To learn the theoretical background of freeway speed control, the FD is briefly introduced first. 

Typically, the traffic conditions do not change substantially in time and space (i.e., in the 

freeway corridor) (Papageorgiou et al. 2008; Carlson et al. 2010a), and therefore, the 

relationship among traffic states (e.g., flow, speed, and density) can be approximately 

represented by the FD. In Figure 2.1, an example of a flow-density diagram (Figure 2.1(a)) and 

a speed-flow diagram (Figure 2.1(b)) is shown, respectively. The relationship between flow, 

speed, and density can be represented in the following equation: 

𝑞 = 𝜌 ∗ 𝑣 

where q is the flow, 𝜌 is the density, and 𝑣 is the speed on the freeway segment. 
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(a). Flow-Density Diagram 

 

(b). Speed-Flow Diagram 

FIGURE 2.1 Fundamental Diagram 

Note: Q represents the capacity (passenger cars/hour/lane, i.e., pc/h/lane); 𝜌𝑐  denotes the critical density 

(pc/mile/lane); 𝜌𝑗is the jam density (pc/mile/lane); 𝑣𝑓 means the free flow speed (miles/h); 𝑣𝑐 represents the critical 

speed (miles/h). 

In 1993, a simple linear-type flow-density diagram was created by Newell (Newell 1993), 

which has been applied later as the hypothesis in many studies (Chen et al. 2014; Han et al. 

2017; Zhang and Ioannou 2017). The flow-density diagram was divided into uncongested and 

congested conditions, as shown in Figure 2.2. The calculation would be difficult if the previous 

parabolic graph was used. Since this linear Simplified Traffic Flow Theory can be displayed 

mathematically, it is convenient for calculation, and the solution can be derived easily. 

2.2.2. Impacts of Speed Limit Control 

In VSL systems, the posted speed limits are displayed on the variable message signs (VMS). 

The appropriate speeds at which drivers should be traveling under current conditions are 

determined on the basis of traffic conditions, volume detection, and weather information 

systems (Khondaker and Kattan 2015a). 

According to the theoretical assumptions, a lot of research studies have explored the impact of 

VSL control on the flow-density diagram (Zackor 1991; Hegyi 2004). In Zackor’s study 

(1991), the author found that the VSL control decreases the slope of the flow-density diagram 

at the critical density point, as shown in Figure 2.2. Zackor (1991) also suggested that there is 

a cross-point between the speed limit curve and no speed limit curve near the critical density. 

The capacity with speed limit control is higher than that with no speed limit control at the same 

critical density point. 
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FIGURE 2.2 VSL Control and Flow-Density Diagram (Zackor 1991) 

 

Hegyi et al. (2004) assumed that the VSL control merely replaces the left part of the flow-

density curve. A straight line with slope representing the displayed speed limit is shown in 

Figure 2.3. The curves with the speed limit control and no speed limit meet but they do not 

actually cross. 

 
FIGURE 2.3 Hegyi et al.’s Model for VSL Control and Flow-Density Diagram (Hegyi et al. 2004) 

 

Papageorgiou et al. (2008) and Carlson et al. (2010a) explained how VSL control would have 

impact on the mean speed at the under-critical density in detail in FIGURE 2.4. As can be seen 

in Figure 2.4(a), the mean speeds at under-critical density points would be reduced due to the 

application of VSL control. The values of the mean speed depend upon the displayed speed 

limit values as well as the compliance rate of drivers. If VSL control is used at under-critical 

traffic conditions, at the same flow, the density would be higher than that with no VSL control. 

Thus, the operating efficiency would be decreased and travel time would be increased which 

has also been verified by Cho and Kim (2012). In fact, for very low VSL, there may be no 
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cross point between the curve with VSL and the curve with no VSL. For the high speed limit 

value, the cross-point might exist (see Figure 2.4(b)). Papageorgiou et al. (2008) explored 

where the cross-points are located by using the real world traffic data, and the results showed 

that the cross-points are located at or beyond the critical density of 15%. 

 

(a). VSL Impact on Under-Critical Mean Speeds 

 

(b). Cross-Point of Diagrams with VSL and without 

VSL 

FIGURE 2.4  Expectations of the VSL Impact on Flow-density Diagram (Papageorgiou et al. 2008) 

 

Later, some researchers studied the impact of speed limit control based on the field observation 

data. Figure 2.5 presents the flow-density diagram obtained using the field data. Alessandri et 

al. (1999) found that the speed limit control results in higher freeway capacity and critical 

density (see Figure 2.5(a)). In the model developed by Lenz et al. (1999), as presented in Figure 

2.5(b), the impact of speed limit downscaled the flow-density diagram. In Figure 2.5(c), the 

FD achieved by Hegyi et al. (2005) was given. The result in Figure 2.5(c) shows that the curves 

with speed limit and without speed limit meet, however they do not intersect, which are 

different from Alessandri et al.’s (1999) and Lenz et al.’s (1999) results. 

 

(a). Alessandri et al. (1999) 

 

(b). Lenz et al. (1999) 

 

(c). Hegyi et al. (2005) 

FIGURE 2.5 Flow-Density Diagram under the Impact of VSL Control (Khondaker and Kattan 2015a) 
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Papageorgiou et al. (2008) explored the impact of VSL on aggregate traffic flow behavior. The 

authors analyzed the 27 days’ field data observed from a European freeway. The flow-density 

diagram was used. The authors found that VSL control decreases the slope of the flow-density 

diagram at critical traffic conditions, and the critical densities were shifted to higher values. 

Higher flows were enabled at the same density values at overcritical traffic states. The authors 

suggested that the average traffic speeds are slowed down by VSL control, thereby retaining 

the traffic inflow entering the congestion sections and delaying the activation of downstream 

bottlenecks. 

In a study conducted by Heydecker and Addison (2011), the field data from a VSL-managed 

freeway were collected and analyzed. The analysis results described that the VSL control 

system induces greater freeway density and increases capacity which results in relieved 

congestion and decreased TTT accordingly. 

In conclusion, according to previous studies, the VSL control would induce greater critical 

density and higher freeway capacity (Alessandri et al. 1999; Papageorgiou et al. 2008; 

Heydecker and Addison 2011). In addition, due to the implementation of the speed limit 

control, the inflow volume to the bottlenecks would be retained. Thus, the capacity drop 

phenomenon at the bottlenecks could be avoided or relieved. As a result, a higher bottleneck 

discharge volume can be maintained. In this regard, VSL control can help achieve a lot of 

benefits. Based on the existing studies, the benefits of VSL control are summarized as follows: 

(1). Improvements in safety 

The reduction in speed variation among vehicles in both the same lanes and adjacent lanes on 

the same segment can be achieved (Hegyi et al. 2005). The speed differences between the 

upstream segments and downstream segments are reduced as well (Yang et al. 2017). The 

reduction in speed variation and differences results in an improvement in safety (Abdel-Aty et 

al. 2006; Islam et al. 2013; Fang et al. 2014; Li et al. 2014; Khondaker and Kattan 2015b; Li 

et al. 2016). The reduction in speed differences also synchronizes the behaviors of drivers, and 

the lane change behavior is also discouraged. As a result, the probability of collisions is 

decreased due to the VSL control (Islam et al. 2013; Fang et al. 2014; Li et al. 2014). 

Other researchers also examined the improvements in safety from other perspectives. For 

example, in a study conducted by Kononov et al. (2012), the authors explored the relationship 

among traffic density, speed, and safety and their implications for setting VSL values on the 

freeway. The results suggested that, without VSL control, as flow–density increases, the crash 

rate initially remains constant until a certain critical threshold combination of speed and density 

is reached. Once the threshold is exceeded, the crash rate increases rapidly. Deployment of the 

VSL control has the potential to reduce crash rate. 

(2). Prevention of traffic breakdown 

When traffic is at the congestion state, any disturbance of the flow may generate shockwaves 

which may result in traffic breakdown. Prevention of traffic breakdown aims to avoid too high 

densities at the bottleneck through VSL control (Lu and Shladover 2014; Khondaker and 

Kattan 2015a). For example, Hegyi et al. (2005) used a VSL strategy to suppress shock waves 
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so that higher throughput volume at the bottleneck can be achieved. Kerner (2007) developed 

a VSL control strategy on the basis of three-phrase traffic theory and the results indicated that 

VSL plays an important role in controlling the state transition and preventing from breakdown 

phenomena. 

(3). Improvement in efficiency 

VSL control has been widely applied to improve the operating efficiency which is formulated 

to minimize the TTT spent on the freeway stretch or maximize the throughput of the 

bottlenecks. Meanwhile, other efficiency measurements, such as the number of stops, the 

length of queues, and the total delay, are also significantly reduced (Yang et al. 2017). 

Such improvements in efficiency have been verified by Papageorgiou and Kotsialos (2002) 

who presented the existence of the direct relationship between the TTT and the inflow and 

outflow of a traffic network. The results indicated that if the inflow (or demand) of a freeway 

network can be well limited, it is possible to decrease the TTT considerably. According to 

Papageorgiou and Kotsialos’s (2002) conclusion, VSL control attempts to slow down the 

traffic and limit the demand at the bottleneck so that the maximum discharge volume at the 

bottleneck can be metered. In this regard, the TTT can be reduced because of the increased 

discharge volume with VSL control. 

(4). Reduction in greenhouse gas emission 

Typically, highway congestions are associated with increased fuel consumption and emission 

of GHG. With the VSL control, the stop-and-go conditions and the bottleneck throughput can 

be significantly improved (Papageorgiou and Kotsialos 2002). Moreover, the vehicles under 

VSL control do not have to accelerate or decelerate frequently. All these improvements in 

throughput and mobility result in less emission and fuel consumption (Khondaker and Kattan 

2015b; Zhang and Ioannou 2017). 

2.3. VSL Control Algorithm 

In the past decades, different types of VSL control approaches and algorithms were 

developed to improve both the safety and efficiency (Lu and Shladover 2014). Since field testing 

might be costly and produce unexpected and negative results if it is not implemented properly, 

algorithm-based evaluation with simulation is a good way to examine the effectiveness of VSL 

controls before actual field testing. Four widely used VSL control approaches, including the MPC, 

local feedback approach, optimization-based approach, and shock wave theory, are reviewed in 

the following sections. According to the literature review results in this section, a clear picture of 

the-state-of-art of VSL control will be provided. 

2.3.1. Model Predictive Control 

2.3.1.1. Fang et al.’s research work 

In this study, Fang et al. (2014) adopted the MPC framework for predicting and assessing 

traffic states on the segments with VSL control. The macroscopic traffic flow model – 

METANET was used. A precursor-based collision prediction model was employed to 
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assess the level of safety. The optimized speed limits during each control time were 

determined so that collision probability could be minimized. 

2.3.1.2. Ghods et al.’s research work 

Ghods et al. (2010) applied the MPC control framework to address the congestion control 

problem in a freeway network equipped with VSL and RM. Game theory was adopted to 

optimize the solutions. The METANET traffic flow model was used as the prediction 

model of the traffic system. The objective function used in the study was to minimize the 

TTT spent by all the vehicles. The developed control strategies achieved good performance 

in terms of the solution quality and computational time. 

2.3.1.3. Hadiuzzaman and Qiu’s research work 

Hadiuzzaman and Qiu (2013) applied the CTM to study VSL control on the freeways. This 

paper proposed a VSL control strategy which considered the FD at recurrent bottlenecks. 

Two modifications were made to the FD. The first one was the capacity drop at the active 

bottlenecks and the second one was variable free-flow speeds along the cells with VSL 

control. Based on the MPC approach, this proposed VSL control model was implemented 

along a North American urban freeway corridor. Four control scenarios were designed and 

compared with the uncontrolled scenario. The simulation results indicated that the 

improvements in TTT, TTD and traffic flows are around 15.0%, 6.0% and 7.0%, 

respectively. 

2.3.1.4. Hadiuzzaman et al. research work 

Hadiuzzaman et al. (2012) developed an analytical model to examine the effectiveness of 

VSL control. The METANET was used to model the freeway segments with VSL control. 

The proposed VSL control strategy on the basis of the MPC was implemented on a real 

freeway corridor. In this study, the objective was to minimize the TTT and maximize the 

TTD. The results indicated that the VSL control strategy could be implemented to relieve 

congestion at active bottlenecks. 

2.3.1.5. Han et al.’s research work 

To resolve freeway jam waves, Han et al. (2017) developed a MPC approach for VSL 

coordination based on a discrete first-order traffic flow model. The proposed model took 

the traffic flow feature of jam shock waves into consideration. Minimizing TTT was used 

as the objective function. The second order MPC approach was used as the benchmark. 

The result showed that the developed MPC could resolve the freeway jam waves 

effectively. 

2.3.1.6. Hegyi et al.’s research work 

In order to suppress shock waves when freeway traffic is dense at a bottleneck, Hegyi et 

al. (2005) studied the flow-density characteristics under different speed limits and 

developed a MPC approach to optimally coordinating VSL controls based on the 

METANET. The objective function was to minimize the TTT while also considering the 
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safety constraints, an example of which was that the speed differences between consecutive 

time intervals should be less than 10 km/s. In a following study, Hegyi et al. (2007) applied 

the proposed VSL control on a 12-km freeway section. The results showed that VSL could 

be used to effectively suppress shock waves. 

2.3.1.7. Islam et al.’s research work 

Islam et al. (2013) developed a MPC-based VSL control strategy to evaluate the safety and 

mobility impacts of the VSL. The second-order traffic flow model – METANET was used 

to predict the traffic state. The authors performed a sensitivity analysis by varying the VSL 

updating frequency and speed differences between two successive time steps. The best 

scenario in term of safety and efficiency was determined. The objective function of this 

study was to minimize the TTT and maximize the TTD. A precursor-based collision 

prediction model was developed to quantify the safety. The major findings of this study 

were summarized as follows: (1) The proposed VSL control strategy improves the safety 

and mobility compared with the no-control scenario; (2) VSL updating frequency has a 

significant effect on safety; (3) VSL control with a 5-min speed limit frequency and a 10 

km/h maximum speed difference between two successive time steps yield the best control 

performance. 

2.3.1.8. Kattan et al.’s research work 

Kattan et al. (2015) developed a candidate VSL system on the basis of space mean speeds 

(SMSs) collected from the probe vehicles. The MPC-based VSL model was developed to 

minimize the TTT, which was evaluated on an 8-km freeway stretch in Canada. The 

performances of the developed VSL system were compared under different scenarios. 

2.3.1.9. Lu et al.’s research work 

To maximize recurrent bottleneck flow, Lu et al. (2011) proposed a control strategy by 

combining the VSL control with RM. A first-order traffic flow model was adopted for the 

design of the control strategy, and RM strategy was developed using the MPC. The 

objective of the control system was to minimize the TTT and maximize the TTD. The 

simulation results showed that the developed control strategy improves the bottleneck 

throughput significantly. 

2.3.1.10. Muralidharan and Horowitz’s research work 

Muralidharan and Horowitz (2015) developed a computationally efficient MPC for 

freeway congestion control. To simulate traffic state under RM and VSL controls, a 

modified Link-Node Cell Transmission Model (LN-CTM) was used, which took the 

capacity drop and ramp weaving effects into account. The objective function was to 

minimize the TTT and total congestion delay (TCD). A real freeway stretch - I-80E 

freeway in the Bay area between the Bay Bridge and the Carquinez Bridge was chosen to 

verify the developed control strategy.   
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2.3.1.11. Popov et al.’s research work 

Adopting a distributed controller design algorithm, Popov et al. (2008) developed a speed 

limit control approach to resolving freeway shockwaves. Macroscopic traffic flow model 

- METANET was used to predict the traffic states. The TTT was employed as the objective 

function. In addition, to guarantee the level of safety, a penalty term was included in the 

objective function. The designed VSL control system successfully reduced the TTT by 

approximately 20% compared with no control scenario. 

2.3.1.12. Zegeye et al.’s research work 

Zegeye et al. (2009) presented a VSL control strategy to improve traffic flow and reduce 

emissions in a freeway network. The MPC was implemented using the car-following traffic 

flow model and an emission model which was computed on the basis of average speed. 

Minimizing the TTT and total emissions (TE) were set as the objective function. The 

simulation results demonstrated that the MPC-based control strategy could obtain 

improvement in both the mobility and environmental benefits. 

A summary is presented in Table 2.1, in which the objective function, traffic prediction 

model, case study, optimization methodology, control strategy, and comparison 

performances are summarized and discussed. 
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TABLE 2-1 Summary of Literature Review on MPC-based VSL Control 

Year Author 
Objective 

Function 
Traffic Flow Model 

Optimization 

Methodology 
Case Study 

Truck 

Included?1 

No. of 

VSLs 

Control 

Strategy 
Scenario 

Comparison 

Performance 
Other 

2014 Fang et al. 
Collision 

probability  
METANET / 

12-km Whitemud Drive 

freeway corridor 
No 2 VSL 

No control, 

VSL 

control 

Crash probability, TTT, 

TTD 
/ 

2010 Ghods et al.  TTT METANET 
parallel 

optimization 

Hypothetical Freeway 

Stretch 
No 2 

VSL and 

RM 

No control, 

VSL and 

RM control 

Flow, speed, and density 

profiles 
/ 

2012 
Hadiuzzaman 

and Qiu 
TTT, TTD CTM / 

11-km Whitemud Drive 

freeway corridor 
No 2 VSL 

No control, 

VSL 

control 

Objective function 

value, TTT, TTD, and 

flow 

/ 

2013 
Hadiuzzaman 

and Qiu 
TTT, TTD METANET / 

11-km Whitemud Drive 

freeway corridor 
No 1 or 2 VSL 

No control, 

VSL 

control 

Objective function 

value, TTT, TTD, and 

flow 

/ 

2017 Han et al. TTT Extended CTM / 
Hypothetical Freeway 

Stretch 
No 20 VSL 

No control, 

VSL 

control 

Flow, speed, and density 

profiles 

METANET was 

used as the 

benchmark 

2005 Hegyi et al. TTT METANET SQP 
Hypothetical Freeway 

Stretch (12-km) 
No 12 VSL 

No control, 

VSL 

control 

TTT / 

2007 Hegyi et al. TTT METANET SQP 
Hypothetical Freeway 

Stretch (14-km) 
No 20 VSL 

No control, 

VSL 

control 

Flow, speed, and density 

profiles 
/ 

2013 Islam et al.  TTT, TTD METANET / 
11-km Whitemud Drive 

freeway corridor 
No 2 VSL 

No control, 

VSL 

control 

Average Crash 

Probability 

Different VSL 

configuration, such 

as speed difference 

between two 

successive time steps 

and frequency of 

speed limit changes 

2015 Kattan et al.  TTT METANET SQP 

8-km stretch of 

Highway 2, in Calgary, 

Alberta, Canada 

No / VSL 

No control, 

VSL 

control 

Delay, speed variance, 

average speed 

Different probe 

vehicle penetration 

rates 

2011 Lu et al. TTT, TTD 
Developed by the 

authors 
/ 

I-80W and I-880S and 

I-580E for afternoon 

peak traffic 

No / 
VSL and 

RM 

No control, 

VSL only,  

VSL and 

RM control 

TTT, TTD, and average 

speed 

Driver compliance 

rate was taken into 

account 

2015 
Muralidharan 

and Horowitz 

TTT and 

TCD 
Modified CTM / I-80E No / 

VSL and 

RM 

No control,, 

VSL and 

RM 

Queue length / 

Note:  1. No: “Trucks” was not involved, or may be considered but was not mentioned in the research work. 
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2.3.2. Local Feedback Approach 

VSL control that is developed based on the local feedback approach is another widely used 

approach. Compared to other approaches, the local feedback approach can not only be solved 

effectively but also help achieve an acceptable control result. Several representative studies of 

VSL control on the basis of local feedback are reviewed. 

2.3.2.1. Carlson et al.’s research work 

Carlson et al. (2011) designed a local feedback-based mainstream traffic flow control 

(MTFC) VSL controller, taking several practical restrictions and requirements into 

account, such as discrete VSL, limited VSL time variation, limited VSL space variation, 

and VSL control period. Such feedback-based MTFC-VSL relied on real-time 

measurements, which was suitable for field implementations. In this study, the developed 

VSL was also compared with that on the basis of the optimization algorithm. The 

comparison results showed that the developed approach approximates the efficiency of the 

optimal approach.  

In 2013, Carlson et al. proposed two feedback VSL controllers (i.e., Lookup controller and 

proportional-integral (PI) controller) for MTFC. The proposed two controllers were 

evaluated and compared with the developed controller in 2011 (Carlson et al. 2011) and 

optimal control approach. A hypothetical freeway corridor was selected as the case study. 

The comparison results showed that all the feedback controllers exhibited satisfactory 

control performances which were as good as optimal results. 

2.3.2.2. Iordanidou et al.’s research work 

Iordanidou et al. (2015) proposed an extended local feedback control strategy for the 

MTFC through VSL for a freeway network with multiple-bottlenecks. The developed 

feedback controller was compared with the optimal control. The results indicated that the 

developed feedback control strategy was robust and could be easily implemented in the 

field. 

2.3.2.3. Jin and Jin’s research work 

Jin and Jin (2015) formulated VSL control strategies to manage the traffic at a lane-drop 

bottleneck based on the LWR model and the link queue model. A feedback PI controller 

was used to form a closed-loop control system, in which the capacity drop at the bottleneck 

can be formulated and the upstream volume can be metered. The analytical results showed 

that the developed control system was effective, robust, and stable.  

2.3.2.4. Lu et al.’s research work 

Based on freeway speed measurement, Lu et al. (2015) developed a simple VSL-VSA 

(variable speed advisory) control strategy for the bottleneck flow improvement to expand 

the freeway discharge volume with multiple bottlenecks. A speed-based feedback control 

was developed instead of the density-based feedback. A real freeway segment was selected 

as the case study to validate the control strategy. Even with a 10% compliance rate, the 
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control performances, such as TTT, TTD, total number of stops, average speed variation 

(SV), and total delays (TD), were all improved. 

2.3.2.5. Müller et al.’s research work 

Müller et al. (2015) adopted local feedback MTFC in a microscopic simulation with VSL 

control to maximize the discharge throughput at an on-ramp merge bottleneck. Different 

setups of MTFC-VSL, such as the length of VSL application and acceleration areas and 

limited variation in time and space, were explored. Simulation results showed that VSL 

control with shorter acceleration areas could decrease delay effectively.  

2.3.2.6. Zhang and Ioannou’s research work 

Zhang and Ioannou (2017) combined the lane change (LC) recommendation with the VSL 

control system to improve travel time at the bottlenecks which were caused due to 

accidents. To reduce the effect of capacity drop at the bottleneck, an upstream lane change 

solution was developed. Using a feedback control model, the VSL controller was 

developed based on the CTM. A real freeway segment, i.e., I-710, was used to examine the 

proposed combined control strategy. The control results showed that travel time, the level 

of safety, and environmental impact were all improved under different control scenarios in 

different traffic conditions. 

Based on the literature review as presented above, Table 2.2 shows a summary of the VSL 

studies which were developed on the basis of local feedback approach. In Table 2.2, the 

case study, the number of VSL signs, scenarios and comparison performances are included. 
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TABLE 2-2 Summary of Literature Review on VSL Control based on Local Feedback 

Year Author 
Traffic Flow 

Model 

Feedback 

approach 

Feedback 

Based 
Case Study 

Truck 

Included?1 

No. of 

VSLs 

Control 

Strategy 
Scenario 

Comparison 

Performance 
Other 

2010 
Calson et 

al. 
METANET 

Cascade 

feedback 

controller 

Measured 

density at the 

bottleneck area, 

and outflow 

Hypothetical 

freeway stretch 
No 2 VSL 

No control, 

Optimal 

VSL, 

feedback-

based VSL 

Flow, speed, 

and density 

profiles 

/ 

2013 
Calson et 

al. 
METANET 

Cascade 

feedback 

controller, 

lookup 

controller and 

PI controller 

Measured 

density at the 

bottleneck area, 

and outflow 

Hypothetical 

freeway stretch 
No 2 VSL 

No control, 

Optimal 

VSL, 

feedback-

based VSL 

Flow, speed, 

and density 

profiles 

/ 

2015 
Iordanidou 

et al.  
METANET 

I-controller and 

PI-controller 

Measured 

density at the 

bottleneck area, 

and outflow 

Hypothetical 

freeway stretch 

(19.8-km) 

No 3 VSL 

No control, 

Optimal 

VSL, 

feedback-

based VSL 

Flow, speed, 

and density 

profiles 

Multiple bottlenecks 

2016 Jin and Jin LWR 
PI feedback 

controller 

Density 

measurements 

Hypothetical 

freeway stretch 
No 1 VSL 

No control, 

VSL 

control 

TTT, queue 

size, 

discharging 

flow rate 

/ 

2015 Lu et al. / 
Measurement-

based 

Sensor-

measured 

bottleneck speed 

I-66 inside the 

Capital Beltway 

around 

Washington, 

D.C. 

No 18 VSL-VSA 

No control, 

VSL-VSA 

control 

TTT, TTD, 

TD, SV, avg. # 

of stops 

p.m. peak hours; 

Multiple 

Bottlenecks; I2V 

2015 
Müller et 

al. 
METANET 

Cascade 

feedback 

controller 

Measured 

density at the 

bottleneck area, 

and outflow 

Hypothetical 

freeway stretch 
No 1 VSL 

No control, 

VSL-VSA 

control 

Flow, speed, 

and density 

profiles, TTT 

Sensitivity analysis, 

such as the length of 

acceleration areas 

and VSL application 

areas  

2017 
Zhang and 

Ioannou 
CTM 

Feedback 

linearization 

approach 

Density 

measurements 

I-710 freeway 

(10-km) 

85% 

passenger 

vehicles 

and 15% 

trucks 

10 

VSL and lane 

change  (LC) 

recommendations 

No control, 

LC only, 

VSL only, 

VSL and 

LC 

Fuel 

consumption, 

GHG, average 

time, and 

safety 

/ 

Note: 1. No: “Trucks” was not involved, or may be considered but was not mentioned in the research work. 
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2.3.3. Optimization Approach 

The VSL control systems developed on the basis of the optimization approach can greatly help 

achieve promising control performances. Different optimization algorithms, including the SQP 

algorithm and metaheuristic algorithms, have been explored. This section reviews the 

optimization approach-based VSL systems. 

2.3.3.1. Alessandri et al.’s research work 

Alessandri et al. (1999) addressed a VSL control problem by adopting a macroscopic traffic 

flow model. To relieve the congestion around the bottlenecks, an optimal control problem 

was formulated. The objective function was to minimize the TTT. The control problem 

was solved using the Powell’s method. Simulation results indicated that the proposed 

strategy could effectively prevent or reduce congestions. 

2.3.3.2. Carlson et al.’s research work 

Carlson et al. (2010a) developed a freeway network control framework that integrated VSL 

with RM to address the congestions at bottlenecks. A second-order traffic flow model – 

METANET was used to predict the traffic state. The optimal control strategies were 

formulated as a constrained discrete-time problem. The objective function was to minimize 

the TTT that was solved by using the advanced motorway optimal control (AMOC) 

(Kotsialos et al. 2002). By using a hypothetical freeway stretch, the control strategies were 

examined under different scenarios. The results demonstrated that the proposed control 

systems could substantially improve the operating efficiency. In the following research 

work, the proposed control strategies were applied to a large-scale freeway network 

(Carlson et al. 2010b). The large-scale case study could be solved efficiently as well. 

2.3.3.3. Goatin et al.’s research work 

Goatin et al. (2016) introduced a control system integrating VSL with RM which was 

developed to improve the mobility based on the LWR network model. The overall goal of 

the optimization in this study was to minimize the TTT and maximize the outflow of the 

bottleneck. The control problem was solved by the SQP algorithm.  

2.3.3.4. Kang et al.’s research work 

Kang et al. (2004) presented an optimal VSL control system for freeway work zone 

operations. The objective function of the VSL control was to maximize the total throughput 

of the work zone. A set of speed restrictions were given as the model constraints to reflect 

the needs to improve the level of safety. The simulation results demonstrated that the 

throughput over the work zone was increased and the average delay over upstream 

segments of the work zone was reduced. 

2.3.3.5. Li et al.’s research work 

A VSL control strategy was developed by Li et al. (2014) to reduce the rear-end collision 
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risk at the recurrent bottlenecks. A crash risk prediction model was employed to estimate 

the risk of rear-end collisions. The CTM was selected to predict the freeway traffic state 

with VSL control. The GA was adopted to optimize critical control factors, such as the 

speed change rate, the speed difference between adjacent segments, and the displayed 

speed limits. Simulation results showed that the rear-end crash potential was reduced by 

69.84% under the high demand scenario. 

To reduce collision risks and injury severity on large-scale freeway segments, Li et al. 

(2016) developed an optimal VSL control strategy. The CTM was employed to simulate 

the traffic state with VSL control, which took the capacity drop phenomenon and stop-and-

go condition at the bottlenecks into consideration. The GA was used to optimize the speed 

limit values. Three scenarios with various VSL signs were developed and compared. The 

simulation results showed that the collision risks were decreased by 22.62% and the injury 

severity of crashes was reduced by 14.67%. 

2.3.3.6. Soriguera et al.’s research work 

Soriguera et al. (2013) developed a VSL control strategy and evaluated the impact of the 

developed strategy on the freeways in metropolitan areas. The objective function was to 

reduce the emission and fuel consumption and improve safety. The VSL control strategy 

was installed on the Barcelona’s freeways. The simulation results suggested that an 

increase in freeway capacity and the easing of congestion was achieved, but the social 

profitability of VSL on the metropolitan freeway was limited.  

2.3.3.7. Yang et al.’s research work 

Yang et al. (2015) developed two VSL control strategies to improve the mobility at a 

recurrently congested freeway bottleneck. In this study, Kalman Filter was adopted to 

enhance the traffic state prediction on the freeway. The VSL control strategies were to 

minimize travel time and speed variation (SV), respectively. The results indicated that the 

travel time and SV were improved due to the VSL control. The comparison measurements, 

such as the average number of stops and average travel time, showed that the VSL control 

with the objective to minimize the SV offered more promising benefits for field 

implementation.  

To improve the operating efficiency and level of safety at the work zone areas, Yang et al. 

(2017) presented a proactive VSL control system. The objective of the VSL control was to 

minimize the TSV between the upstream segment and the downstream segment. The 

METANET model was used to predict the traffic states, and the Kalman Filter was adopted 

to improve the prediction results. The developed VSL system could significantly reduce 

the speed variation among freeway segments.  

In Table 2.3, a summary of the VSL control strategies which were developed by adopting 

optimization algorithm is presented. The objective function, optimization methodology, 

case study, and control scenarios are included in Table 2.3.  
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TABLE 2-3 Summary of Literature Review on VSL Control based on Optimization Algorithm 

Year Author 
Objective 

Function 

Traffic 

Flow 

Model 

Optimization 

Methodology 
Case Study 

Truck 

Included?1 

No. of 

VSLs 

Control 

Strategy 
Scenario 

Comparison 

Performance 
Other 

1999 
Alessandri 

et al. 
TTT METANET 

Powell’s 

method 

Hypothetical 

Freeway Stretch 
NO / VSL 

With VSL 

and 

without 

VSL 

Throughput; mean 

time; square 

densities 

Extended 

Kalman-filter 

2010a 
Carlson et 

al. 
TTT METANET AMOC 

Hypothetical 

Freeway Stretch 
NO 3 

VSL and 

RM 

No-control, 

VSL, RM, 

and VSL 

and RM 

Flow, speed, and 

density profiles 
/ 

2010b 
Carlson et 

al. 
TTT METANET AMOC 

Amsterdam ring-

road A10 
NO 42 

VSL and 

RM 

No-control, 

VSL, RM, 

and VSL 

and RM 

Flow, speed, and 

density profiles 
/ 

2016 
Goatin et 

al. 

TTT, 

throughput 
LWR SQP 

9-km freeway 

stretch 
NO / 

VSL and 

RM 

No-control, 

VSL, and 

VSL and 

RM 

Queue, average time / 

2004 
Kang et 

al. 

Maximize 

total 

throughput 

/ 
Linear 

programming 

Hypothetical 

Freeway Stretch 
NO 5 VSL 

With VSL 

and 

without 

VSL 

Throughput; 

average delay; 

average speed 

Work-zone 

2014 Li et al. 
Rear-end 

crash  
CTM GA 

Hypothetical 

Freeway Stretch 
NO 10 VSL 

With VSL 

and 

without 

VSL 

Reduction of 

collision potential 

Speed change 

rate and 

speed 

difference 

between 

adjacent links 

2013 
Soriguera 

et al. 

Delay, 

pollutant 

emissions, 

fuel 

consumption, 

and safety 

/ / 
A test freeway in 

Barcelona, Spain 
NO 1 VSL 

With VSL 

and 

without 

VSL 

Delay costs, 

accident risk 

penalty, emission 

and fuel 

consumption cost 

Whole day, 

stop-and-go 

periods, free-

flow periods 

2015 
Yang et 

al. 

TTT, speed 

variation 
METANET / 

MD-100 West from 

MD 713 to Coca-

Cola Drive 

NO 1 VSL 

No-control, 

VSL, and 

KF-VSL 

Average # of stops; 

average travel time; 

speed SD 

Kalman-filter 

2017 
Yang et 

al. 

Speed 

variation 
METANET / 

I-495, Silver 

Spring, Maryland 
NO 4 VSL 

With VSL 

and 

without 

VSL 

Average delay, 

number of stops, 

throughput 

Kalman-filter 

Note: 1. No: “Trucks” was not involved, or may be considered but was not mentioned in the research work 
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2.3.4. Shock Wave Theory 

2.3.4.1. Hegyi et al.’s research work 

To eliminate shock waves on freeways, Hegyi et al. (2008) proposed an approach called 

SPECIALIST which was developed based on the shock wave theory. Compared with other 

approaches, the parameters of SPECIALIST could be interpreted easily. A freeway stretch 

was selected as the case study to demonstrate the algorithm.  

In 2009, Hegyi et al. (2009) evaluated the effectiveness of the developed SPECIALIST 

approach based on the field data. The developed approach was examined by using traffic 

data collected from the A12 freeway stretch in the Netherlands. About 35% of the shock 

waves were solved. 

Using the detector loops and VSL control, the SPECIALIST could resolve freeway shock 

waves effectively (Hegyi et al. 2008; Hegyi et al. 2009). To achieve a better control 

performance, Hegyi et al. (2013) extended the SPECIALIST so that it could be integrated 

with other technologies, such as in-car detection and actuation and video-based monitoring 

(VBM) technologies. The Adaptive Smoothing Method (ASM) was employed using 

various data obtained from detectors and the VBM. The simulation results demonstrated 

that the integrated SPECIALIST algorithm could considerably reduce the TTT and resolve 

the freeway shock waves. 

2.3.4.2. Chen et al.’s research work 

Based on the Kinematic Wave Theory, Chen et al. (2014) developed VSL schemes to 

increase bottleneck discharge rate at the freeway bottlenecks. Two scenarios were 

designed, i.e., steady queue scenario and oscillatory queue scenario. The main control 

principle of the developed VSL schemes was to resolve the existing queue generated at the 

bottleneck, and then regulate the upstream inflow to the bottleneck so that the maximum 

bottleneck discharge volume could be metered and sustained. 

2.3.4.3. Chen and Ahn’s research work 

Chen and Ahn (2015) developed VSL schemes to increase the bottleneck discharge volume 

at the non-recurrent freeway bottlenecks. The VSL schemes were developed based on the 

Kinematic Wave Theory. The control principle was similar to Chen et al. (2014). The 

authors further provided strategies for two scenarios: (1) underutilized capacity at the 

bottlenecks due to underestimated stable maximum flow; (2) a re-formed queue at the 

recurrent bottlenecks because of the overestimated maximum discharge rate. The results 

from the parameter analysis indicated that the proposed VSL control strategy could 

significantly reduce delay. 

2.3.4.4. Han et al.’s research work 

To improve bottleneck discharge rates and decrease TTT at the fixed freeway bottlenecks, 

Han et al. (2017) developed VSL control strategies that were integrated with CV 
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technology on the basis of the Kinematic Wave Theory. Three control strategies were 

designed: (1) CV only; (2) CV (one lane) and VSL; (3) CV (multiple lanes) and VSL. The 

analysis results demonstrated that the fast queue clearance at the bottlenecks, smoother 

transition, and simpler control system could be achieved by the integrated VSL control 

compared with VSL only. 

2.3.4.5. Kerner’s research work 

Kerner (2007) studied the VSL control on the basis of the three-phase traffic theory. In 

their study, the target of the VSL control was to improve the bottleneck discharge rates, 

and thus preventing traffic breakdown. The results showed that in some cases, VSL could 

significantly suppress moving jams. However, due to the probabilistic characteristics of 

traffic breakdown at the freeway bottleneck, in some cases, the VSL led to an inducted 

congested pattern at the bottlenecks. Moreover, designing the VSL control with lane-

changing advice (cooperative driving in future) can also have the potential to advise the 

communicating vehicles upstream of the bottleneck by sending a priority message about 

possible speed reduction and maintaining minimum space gap, thereby avoiding traffic 

breakdown. 

In terms of the VSL control approaches developed by the different researchers which have 

been reviewed in the above sections, the following conclusions are summarized: 

(1). Various theories and algorithms have been developed and used to determine the 

appropriate speed limit values during the control horizon. The MPC approach has been 

widely used by researchers since it was first developed for VSL control by Hegyi et al. 

(2005). MPC can predict the evolution of traffic states and calculate the optimal speed limit 

scheme during the control time period. The advantage of MPC is that different types of 

control strategies can be integrated into one control system, such as RM (Hegyi et al. 2005) 

and LC control (recommendation) (Roncoli et al. 2015b). Another important VSL control 

strategy is SPECIALIST developed by Hegyi et al. (2008) which is an analytical approach 

for VSL control to resolve the jam waves based on the shock wave theory. A lot of 

researchers have developed different types of VSL control framework on the basis of 

SPECIALIST (Chen et al. 2014; Chen et al. 2015; Han et al. 2017).  

(2). The optimization-based VSL control aims to maximize bottleneck throughput or 

minimize TTT by regulating the vehicles upstream of the bottleneck. Such method has 

shown promising results in simulation by researchers. Discrete optimization techniques, 

such as the GA, have been used in existing studies. Such optimization techniques can 

greatly help search the optimal solution of VSL control which is typically a multi-criterion 

optimization problem. A discrete speed limit set can also be optimized which can be 

directly displayed on the VMS. 

(3). Different types of traffic flow models were adopted by researchers, such as 

METANET, CTM, LWR, and other models developed by the researchers (Lu et al. 2011). 

Among these models, the second-order traffic flow model – METANET (Messmer and 

Papageorgiou 1990) was used in most of the research studies because the model has been 

calibrated and validated within a reasonable accuracy (Hegyi et al. 2005; Carlson et al. 
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2010a; Hadiuzzaman and Qiu 2012; Yang et al. 2017). However, the VSL control model 

formulated by adopting METANET is a non-linear and non-convex problem (Han et al. 

2015), which might result in high computational load especially using the standard SQP 

algorithm (Hegyi et al. 2005). Moreover, the solution quality might not be good enough. 

As such, some researchers have been trying to formulate the VSL control as a linear 

optimization problem (Han et al. 2015; Muralidharana and Horowitz 2015; Roncoli et al. 

2015a; Roncoli et al. 2015b). And, the modified CTM model was developed by considering 

the capacity drop and stop-and-go traffic conditions at the bottlenecks and ramp weaving 

effects (Han et al. 2015; Muralidharan and Horowitz 2015; Li et al. 2016).  

(4). The fourth finding is that, in most of the existing studies, the authors assumed that 

the maximum discharge rate at the bottleneck is a constant value. However, the empirical 

studies suggested that the maximum flow for a freeway stretch section varies (Leclercq et 

al. 2011). The distribution of the bottleneck maximum discharge rate depends on the 

vehicle composition and average speed (Shiomi et al. 2011). Only a few researchers have 

modeled such stochastic maximum bottleneck discharge volume in their research work 

(Chen et al. 2014; Chen et al. 2015; Han et al. 2017). 

(5). Another finding from Table 2.1 – 2.3 is that a few researchers have developed a 

VSL control strategy in which the mixed traffic flow was taken into consideration. In most 

studies, except Choi and Oh (2016) and Zhang and Ioannou (2017), the percentage of 

trucks is not considered or clearly discussed and given. It has been verified that the driver 

behavior of passenger cars can be affected by the presence of the heavy vehicles (van Lint 

et al. 2008) because trucks typically occupy more space than passenger cars on freeways. 

If trucks are not involved in the model, the control results might be significantly different 

with the presence and increasing percentage of trucks in the real world. 

(6). The lane change behaviors should be considered in the model when developing a 

VSL control strategy. Knoop et al. (2010) studied the relation between the total density and 

the lane densities under free-flow and congested conditions. The authors discussed the 

change in lane distribution due to the VSL control and explicitly considered the influence 

of an on-ramp. At the freeway segments upstream of an on-ramp, the density at the most 

right lanes is higher compared to the lane without any ramps. VSL control increased the 

use of the right lane, and its volume was near capacity. VSL control affected not only the 

speed of vehicles but also the density distribution in each lane. The merging ratio was 

influenced by the VSL control. The authors advised that the lane change distribution should 

be taken into account when implementing a VSL control. 

2.4. VSL Practices and Evaluations  

VSL control systems have been deployed in the United Kingdom since the 1960s to 

improve the level of safety (Lu and Shladover 2014). In recent years, due to their benefits, VSL 

controls have been promoted in European countries, such as Germany (Bertini et al. 2006; Weikl 

et al. 2013), Netherlands (Hoogendoorn et al. 2013), Sweden (Nissan and Koutsopoulosb 2011; 

Nissan 2013), England (McCabe and Riley 2006), the United States, and South Korea. In this 

section, the practices of the VSL control systems that have been deployed around the world are 

reviewed and summarized. 
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2.4.1. The Practice of VSL Control in European Countries 

2.4.1.1. England 

One of the well-known applications of VSL controls was on motorway M25 and M4 in 

England (McCabe and Riley 2006). The objectives of the VSL were to reduce delay, 

improve safety, and decrease emissions. Various positive outcomes were achieved, such as 

a reduction in collisions, less lane changing on motorways, decreased travel time, and 

increased throughput rate. In addition, the overall emission was decreased between 2% and 

8%. 

2.4.1.2. Germany 

VSL control that had been implemented in Germany was designed to improve safety and 

traffic flow (Bertini et al. 2006). To investigate the effectiveness of the VSL in improving 

safety and reducing freeway bottleneck congestion in Germany, Bertini et al. (2006) 

adopted an empirical approach. A feedback to the drivers with VMSs at certain locations 

along the 18-km freeway stretch was used. The advisory speed limit and warning 

information were displayed on the VMSs. The data analysis results indicated that a 

significant improvement in safety was achieved. 

Weikl et al. (2013) systematically evaluated a VSL system along a 16.3-km section of 

Autobahn A9 near Munich in Germany. The authors integrated the loop detector data with 

freeway data, such as weather, incidents, and downstream congestion information. The 

practice results showed that the incident rate was decreased with the implementation of the 

VSL system. However, there was a variation in bottleneck capacity. In some cases, when 

congestion occurred with VSL control, the capacity drop was slightly larger compared with 

that without VSL control. 

2.4.1.3. Netherlands 

A trial with VSL control on freeway A20 (a 4.2-km stretch) near Rotterdam, Netherlands, 

began on June 2011. The aim of VSL control was to improve the operating efficiency and 

air quality. Hoogendoorn et al. (2013) assessed the trial by analyzing the collected before-

and-after data which included driver behavior change, improvement in safety and mobility, 

and reduction in emission and noisy. The following improvements were achieved based on 

the evaluation results: (1) traffic operation on A20 has been significantly improved due to 

the implementation of the VSL, and the travel time spent on the freeway stretch was 

reduced by 20%; (2) a 4% increase in the capacity at the bottlenecks was achieved; (3) a 

change in driver behavior was caused as a consequence of the VSL control; (4) air quality 

was slightly improved. For example, the emission of NOx and particulate matter10 were 

decreased by 3.7% and 3.6%, respectively; (5) the noise level was improved slightly by 0.2 

dB. 

2.4.1.4. Sweden 

An advisory VSL system was implemented on E4 motorway in Stockholm, Sweden 

(Nissan and Koutsopoulosb 2011; Nissan 2013). Nissan and Koutsopoulosb (2011) 
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adopted a statistical method for the evaluation of the impact of the implemented VSL on 

traffic operations. The before-and-after data were collected and analyzed. However, there 

was no significant impact on traffic conditions after implementing the advisory VSL 

system. Thus, Nissan and Koutsopoulosb recommended that a mandatory system should 

be paid more attention (2011). In a following research conducted by Nissan (2013), the 

author compared the impacts of both the advisory and enforced VSLs by analyzing driver 

compliance effect on E4 motorway. A microscopic simulation was used. Simulation results 

indicated the effectiveness of VSL increased as the rates of driver compliance rate 

increased. The evaluation results also showed that the VSL control had almost no effect on 

the traffic operation if the driver compliance rate was less than 25%. 

2.4.1.5. Spain 

In 2009, in the Barcelona metropolitan area, VSL systems were introduced on several 

congested motorways. Bel and Rosell (2013) assessed the impact of the VSL systems on 

the emission of NOx and PM10 using the difference-in-difference method. Evaluation 

results showed that the VSL systems reduced NOx and PM10 by 7.7–17.1% and 14.5–

17.3%, respectively. Compared to reducing the maximum speed limit only, VSL control 

was a more effective environment-friendly strategy. 

2.4.2. The Practice of VSL Control in the United States 

Several States in the United States have already carried out empirical studies on the practice 

of VSL control systems, primarily for the improvement in safety and mobility (Lu and 

Shladover 2014). New Jersey and Michigan are the first two states in the United States that 

have implemented VSL. Recently, the use of VSL in the United States has increased 

dramatically (Katz et al. 2017).  

2.4.2.1. State of Florida 

Abdel-Aty et al. (2006) evaluated the safety improvement of VSL systems using a section 

of I-4 in Orland, Florida. The real-time crash likelihood was calculated to reflect the level 

of safety. The results showed that there is no clear improvement under the low-speed 

scenarios.  

An advisory VSL system was implemented on the 10-mile stretch of I-4 in Orlando by 

Florida DOT in 2008. The system aimed to enhance speed harmonization. Elefteriadou et 

al. (2012) evaluated the VSL control system in 2012. However, the evaluation results 

indicated that the deployed VSL system did not improve the level of safety in terms of the 

rear-end collisions. The main reason was that drivers did not comply with the displayed 

speed limits. 

2.4.2.2. State of Georgia  

To help relieve congestion and improve safety, a VSL system was implemented on I-285 

in Georgia by the Georgia DOT (GDOT). The speed limits were reduced in 10-mph 

increments from 65 mph to a minimum of 35 mph based on real-time freeway situation, 
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such as incidents, congestion, or severe weathers (GDOT 2017). The performance of the 

VSL system has not been evaluated yet. 

2.4.2.3. State of Maryland 

Because a total of 39 accidents occurred in 2008 alone, Chang et al. (2011) selected a MD-

100 West segment from MD-713 to Coca-Cola Drive to implement VSL control where the 

speed decreased from 60 mph to 25 mph during peak hours. The VSL control algorithm 

included reducing approaching vehicles’ speed to smooth the transition between the free-

flow states and congested states while taking the responses of drivers into account. Two 

control modules were included: the first module was used to compute the initial speed at 

each VSL location to minimize the potential queue and the second module was developed 

to update the displayed speed limit. The testing results showed that the proposed VSL 

control strategies were effective in the following aspects: shorter travel time and higher 

average speed and throughput rate compared with no control scenario. Also, the VSL 

smoothed the transition between the free-flow speed and congested speed (i.e., stop-and-

go). 

2.4.2.4. State of Minnesota  

To decrease the potential occurrence rate of rear-end collisions and resolve the shock 

waves, an advisory VSL system was deployed for 3 weeks in 2006 at one of the I-494 work 

zones in Minneapolis–Saint Paul, Minnesota. A two-stage speed reduction scheme was 

developed by Kwon et al. (2006) to regulate the traffic flow. Two VMSs were used: one 

was in the work zone, and the other was at the upstream of the work zone. Field evaluation 

indicated that a 25% to 35% reduction in speed variation and a 7% increase in total 

throughput in the morning peak and evening peak, respectively. By comparing the 

upstream speeds and downstream speeds, during the morning peak, the driver compliance 

rate had a 20% to 60% correlation level. 

In 2010, the Minnesota DOT tested VSL systems on the I-35W freeway stretch in Twin 

Cities. The control system was designed to resolve the shock waves caused by the recurrent 

and non-recurrent bottlenecks. The displayed speed limits were determined by the 

measured upstream speeds, measured speeds near the end of the queue, travel distance, and 

deceleration rate to minimize the TTT (Kwon et al. 2011). However, the performance of 

the developed control system has not been evaluated yet. 

2.4.2.5. State of Missouri  

VSL that has been deployed along Interstate 270 in Missouri State was evaluated by 

Kianfar et al. (2013). The operational impacts of the VSL were investigated at eight 

congested bottlenecks. The speed limits were determined on the basis of the traffic sensor 

data, ranging from 40 – 60 mph, in 5 mph increments. The before-and-after data were 

collected and compared. The flow-density diagrams were significantly changed at seven 

out of eight locations. Slight changes in critical density were observed due to the 

implementation of VSL. Moreover, the changes in maximum flows were inconsistent 
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before and after traffic breakdown. At some locations, the maximum flows increased, and 

at some other locations, they decreased. 

2.4.2.6. State of Nevada 

Nevada DOT implemented VSL control along US 395 which parallels I-580 and served as 

an alternate route when I-580 was closed due to high winds. The regulatory VSL system 

was about 5 miles. The speed limits were determined on the basis of the wind speeds (Katz 

et al. 2017). 

2.4.2.7. State of Oregon 

The first VSL in Oregon was deployed for a single intersection along Oregon Route 213, 

west of downtown Portland to regulate traffic and reduce congestion (Katz et al. 2017). 

The VSL was a regulatory system and still active.  

Because of the large crash rates on U.S. 26/Oregon 217 (more than 230 crashes/year, Katz 

et al. 2017), Oregon DOT chose to implement VSL control along such roadway. The VSL 

system was an advisory system, which automatically calculated and displayed variable 

speed limits based on the current traffic and existing weather conditions (Al-Kaisy et al. 

2012). The functions of the system included thewarning of queues ahead and estimating 

travel times. The speed limits were determined by in-road, radar-based, and downstream 

sensors at 1-minute intervals. The displayed speed limit was calculated as the lower of the 

two values: 85th percentile speed or the speed of downstream plus 5-10 mi/h. 

2.4.2.8. State of Tennessee 

Tennessee DOT installed a regulatory VSL system along a 9-mile stretch on the I-75 in 

Chattanooga, Tennessee. Speed limits were calculated based on visibility under fog 

conditions. This system reliably and instantly provided speed reduction to drivers along I-

75 using environmental sensors which could monitor current weather conditions (Katz et 

al. 2017). 

2.4.2.9. State of Virginia 

To relieve congestion and improve safety at work zones, Virginia DOT installed VSLs at 

a high-volume, congested urban work zone located on I-495 between the Springfield 

Interchange in Springfield and the Virginia-Maryland state line on the Woodrow Wilson 

Memorial Bridge (Fudala and Fontaine 2010). The evaluation results indicated that the 

VSL could create substantial improvements in traffic operations. The authors pointed out 

that the location of the VSL signs plays an important role in operating performance. 

2.4.2.10. State of Washington  

DeGaspari et al. (2013) carried out a research to evaluate the impact of the installation of 

the ATM on travel time reliability. The 5-min interval traffic data collected from the 19 

detector locations on I-5 in Washington State were used. The planning time index (PTI) 

and buffer index (BI) were employed and calculated. Evaluation results demonstrated that 



 

30 

a significant improvement in travel time reliability was achieved in most cases. In addition, 

the authors observed a 5-10% reduction in flow due to drivers’ route choice behavior. 

2.4.2.11. State of Wyoming 

An advisory and regulatory VSL control system was implemented in 2009 along I-80 by 

the Wyoming DOT in an effort to improve safety (Sabawat and Young 2013). The 

displayed speed limits were calculated based on the real-time observed vehicle speeds and 

weather conditions. The simulation results evaluated by Sabawat and Young (2013) 

demonstrated that a significant reduction in speed variation was achieved. 

Table 2.4 briefly summarizes the practices of the VSL control in the United States that 

have been reviewed above. It can be seen from Table 2.4 that the primary functions of the 

VSL control in the U.S. can be summarized in the following descriptions: congestion (e.g., 

speed/incident management-related issues), weather (e.g., fogs, wind, and rain), and work 

zones. 
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TABLE 2-4 Summary of the Practice of VSL Control in the United States 

State Authors Year Objectives Location 
Length of 

Systems 
VSL Type 

Florida 
Abdel-Aty et al. 2006 Improve safety I-4 10.5 Regulatory 

Elefteriadou et al. 2012 Improve safety I-4 10.5 Regulatory 

Georgia Georgia DOT 2017 
Relieve congestion and 

improve safety 
I-285 36 

Regulatory and 

Advisory 

Maryland Chang et al. 2011 
Reduce congestion, 

improve safety 
MD-100 / Advisory 

Minnesota Kwon et al. 
2006 Work zone I-494 10 Advisory 

2011 Resolve shock waves I-35W 18 Advisory 

Missouri Kianfar et al. 2013 Reduce congestion Interstate 270 / Advisory 

Nevada Katz et al. 2017 
Weather condition, 

wind speed 
US 395 5 Regulatory 

Oregon 

Al-Kaisy et al. 2012 Improve safety 

U.S. 

26/Oregon 

217 

7 Advisory 

Katz et al. 2017 Reduce congestion 
Oregon Route 

213 

Single 

intersection 
Regulatory 

Tennessee Katz et al. 2017 Weather condition, fog I-75 9 Regulatory 

Virginia Fudala and Fontaine 2010 Work zones I-495 10 Regulatory 

Washington DeGaspari et al. 2013 
Reduce congestion; 

weather condition 
I-5 8 Regulatory 

Wyoming Sabawat and Young 2012 Improve safety I-80 
76.5-mi rural 

stretch 

Regulatory and 

Advisory 
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2.4.3. The Practice of VSL Control in the Other Countries 

2.4.3.1. Seoul, South Korea 

To improve the safety and harmonize vehicle speeds on freeways under adverse weather 

conditions, VSL operation was used as the traffic management tool in Seoul, South Korea 

(Choi and Oh 2016). A VSL control strategy was developed based on the weather and 

traffic conditions. The k–nearest neighbors (k-NN) statistics method was adopted to predict 

weather and traffic conditions. The simulation results indicated that the developed VSL 

could reduce the total conflicts by 19.10% and 27.27% under moderate and severe foggy 

weather conditions, respectively. 

2.4.3.2. Canada 

Allaby et al. (2007) presented an evaluation of a candidate VSL system for an urban 

freeway in Toronto, ON, Canada. A microscopic simulation model was used to evaluate 

VSL control’s impacts on safety and efficiency. The evaluation results indicated that 

improvements in safety were achieved during both heavily congested period (peak period) 

and moderately congested (near-peak period) period. However, the implementation of VSL 

control increased the travel time under heavily congested, moderately congested, and off-

peak congested traffic conditions. 

VSL control includes advisory VSL recommendation and mandatory VSL control. 

According to the above review results of the practices of the VSL control around the world, 

the objectives of the control are divided into two categories: (1) speed homogenization that 

focuses on improving the level of safety; and (2) multi-objective that aims to achieve 

improvement in safety, mobility, and environmental. A brief summarization of the lessons 

learned from the practices of VSL control is given as follows: 

(1). Based on the evaluation results of some researchers, the performance of VSL 

control highly depends on the driver compliance rate. As a result, maintaining a high 

compliance rate is critical to the success of VSL control (Elefteriadou et al. 2012; Nissan 

2013; Ma et al. 2016). 

(2). The simulation results indicate that VSL controls always result in significant 

improvements in safety (Bertini et al. 2006; McCabe and Riley 2006; Allaby et al. 2007; 

Chang et al. 2011; Sabawat and Young 2013; Choi and Oh 2016). However, the impacts 

on decreasing travel time and/or increasing traffic flow are not always achieved in some 

research work (Allaby et al. 2007; Weikl et al. 2013). One of the possible reasons is that 

the implementation of advisory VSL recommendation and mandatory VSL control could 

result in different driver compliance rate (Lu and Shladover 2014).  

In some studies, due to a variety of factors, such as peak hour demand, driver behavior, on-

ramp and off-ramp volume, and truck percentage, under particular conditions, VSL control 

is unable to improve the bottleneck throughput (Katz et al. 2017). In this regard, when 

developing a VSL control system, all the possible conditions, such as weather, driver 

behavior, and trucks, should be taken into account. 
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2.5. Connected Autonomous Vehicles and VSL Control 

For improvement of safety, mobility and traffic conditions, and for reduced emission of 

greenhouse gas, various vehicle automation and communication systems (VACS) or CV systems 

have been introduced, which can be exploited for the development of novel control strategies, such 

as VSL, RM, and route guidance (Fountoulakis et al. 2017). CV technologies enable infrastructure 

and vehicles to share information about aggregated traffic and individual vehicles in real time. In 

addition to CV systems, AV systems play an important role in developing highway active traffic 

management systems, which enable vehicles to be controlled by precise and fast-responding 

sensors instead of human beings.  

CAV technology integrates both CV and AV. In recent years, many researchers have 

focused on conducting proof-of-concept studies for the VSL control in a CAV environment (Ma 

et al. 2016; Lu et al. 2015; Grumert et al. 2015; Wang et al. 2016; Talebpour et al. 2013; Yang and 

Jin 2014). In the following section, the existing CAV studies will be briefly reviewed. 

2.5.1. CAV Technologies 

CV, AV, and CAV technologies are being developed, tested, and deployed by a variety of 

companies and public agencies. The introduction of the CAV technologies may result in the 

improvement in safety and efficiency of the existing transportation system and reduced 

emissions (TRB 2015). With the development of the CAV technologies, TRB, FHWA, States 

in the United States (e.g., Texas), and researchers have been conducting studies on institutional 

and policy, highway design and operations, planning (TRB 2015), traffic operations 

(McGuckin et al. 2017; Kockelman et al. 2017), and infrastructure needs (Kockelman et al. 

2016).  

CAV technologies can be exploited for the development of novel traffic estimation and control 

methodologies. The availability of reliable real-time measurements or estimates of the traffic 

state is a prerequisite for successful highway traffic controls. Even though the CAV 

technologies have not been implemented in the real world, a lot of theoretical research efforts 

have been carried out. For example, Bekiaris-Liberis et al. (2016) and Fountoulakis et al. 

(2017) developed macroscopic and microscopic model-based approaches for the estimation of 

the density, flow, and speed of vehicles in a CAV environment. According to the developed 

novel traffic state estimation methods on the highways, innovative traffic management and 

control strategies, such as VSL control, can be developed to mitigate traffic congestion. In the 

following section, VSL control strategies in a CAV environment will be reviewed, and a 

summary table will be presented in this section. 

2.5.2. CAV and VSL control 

With the development of wireless communication and AV technologies, advising or enforcing 

speed limits for individual vehicles is possible (Shladover et al. 2013). VSL control is one of 

the CAV applications that uses recommended vehicle motion behavior that is transmitted into 

vehicles to allow optimization of traffic operations (Ma et al. 2016). Research on CAV remains 

in an exploratory stage. Studies on VSL in a CV, AV, or CAV are categorized in terms of 

algorithm development (Ma et al. 2016): (1) sharing information with CV (Han et al. 2017; Lu 
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et al. 2015; Khondaker and Kattan 2015b; Talebpour et al. 2013; Yang and Jin 2014); (2) 

controlling vehicles in CAV environments (Grumert et al. 2015; Wang et al. 2016). 

2.5.2.1. Grumert et al.’s research work 

To decrease the occurrences of accidents and increase operating efficiency, Grumert et al. 

(2015) explored the potential benefits of VSL control that was integrated with CAV (I2V 

communication) technologies. Traffic efficiency and environmental benefits were 

discussed. The results of this study demonstrated that a lower acceleration rate and thereby 

harmonized traffic and reduced GHG were achieved. 

2.5.2.2. Khondaker and Kattan’s research work 

Khondaker and Kattan (2015b) developed a VSL control system for simultaneously 

improving the mobility, the level of safety, and environmental effects in a CV environment. 

A multi-objective function was formulated with the aim of minimizing the TTT, Time to 

Collision (TTC), and reducing environmental impact. Real-time driver compliance rate 

was also taken into account. The proposed VSL control strategy was solved using the 

genetic algorithm. Different penetration rates were examined. 

2.5.2.3. Roncoli et al.’s research work 

Roncoli et al. (2015b) developed an integrated MTFC by considering the VACS. The 

control system included VSL control, RM, and LC control/recommendation. Based on the 

first-order multi-lane model for the freeway, a linearly constrained optimal control problem 

was formulated. A hypothetical freeway stretch was used to illustrate the potential 

improvements in TTT, average speed, and queue lengths. 

2.5.2.4. Stephens et al.’s research work 

Stephens et al. (2015) conducted research on Prototype Intelligent Network Flow 

Optimization (INFLO), Dynamic Speed Harmonization (DSP), and Queue Warning (QW). 

The CV technology was adopted when developing the control system. The study explored 

the CV data that were captured using both cellular communications and DSRC 

communications. Furthermore, the Small-Scale Demonstration confirmed that the INFLO 

Prototype System has the latency and processing speed to support INFLO application 

functionality in an operational traffic environment. 

2.5.2.5. Talebpour et al.’s research work 

Talebpour et al. (2013) explored the potential benefits of VSL control, such as 

improvements in resolving shock waves and improving safety. The proposed control 

strategy was further examined in light of the advancement in CV technology. Based on a 

cognitive risk-based microscopic simulation model, the control algorithm was developed. 

In addition, to detect and resolve shock waves, the developed algorithm was combined with 

a reactive speed limit selection algorithm. The results demonstrated that the 

implementation of the VSL control resulted in significant improvement in traffic flow. 
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2.5.2.6. Wang et al.’s research work 

Wang et al. (2016) designed and tested a VSL control system that was integrated with in-

vehicle controllers via V2I communication to resolve stop-and-go traffic conditions on 

freeways. Different percentages of AVs were distributed among human-driven vehicles. A 

hypothetical two-lane freeway stretch was selected as the case study. Simulation results 

showed that the TTT and average fuel consumption (AFC) were reduced compared with 

no AV scenario and no control scenario. 

2.5.2.7. Yang and Jin’s research work 

To reduce the emission of GHG, Yang and Jin (2014) developed green driving strategies 

using inter-vehicle communication (IVC). An advisory speed limit system was designed to 

smooth the transition of speeds in stop-and-go traffic conditions. Newll’s car-following 

model was adopted to describe the movements of vehicles, and the Comprehensive Modal 

Emission Model (CMEM) was used to estimate the GHG emissions and fuel consumption. 

In this research, different penetration rates and communication delays were examined. 

Table 2.5 provides a summary of existing VSL control strategies in a CAV environment. 

The communication method, traffic flow model, methodology, control objective, and case 

study are included in Table 2.5. 
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TABLE 2-5 Summary Literature Review on VSL and CAV 

Study CV/AV/CAV Communication Model Methodology Objective Case Scenarios System Performance 

Grumert et 

al. (2015) 
CAV I2V SUMO, CMEM 

Microscopic 

traffic simulation 
Emission 

Hypothetical 

Case 

Different update 

times, penetration 

rates 

CO2, HC, NOx 

Han et al. 

(2017) 
CV V2V Shock wave theory 

Theoretical 

framework 
/ 

Hypothetical 

Case 

Only CV; One 

CV lane; 

Multiple CV 

lanes 

TTT 

Khondaker 

and Kattan 

(2015b) 

CV V2V 

IDM, VT-Micro 

model, Time to 

Collision 

Optimization-

based, GA 

Mobility, 

safety, and 

emission 

Hypothetical 

Case 
Penetration rates 

ATT, Collision 

probability, fuel 

consumption, delay, 

no. of stops, SD of 

speed 

Lu et al. 

(2015) 
CV V2I / 

Speed-based 

Feedback 
Mobility 

Freeway 

stretch 

between I-66 

and VA-267 

/ 
TTT,TTD,TD, speed 

variation 

Roncoli 

(2015b) 
CAV V2I CTM 

Quadratic 

programming 

TTT and 

penalty 

values at the 

on-ramp 

Hypothetical 

Case 

RM, VSL, LC 

advices 

Speed profiles, 

discharge rate, and 

queue length 

Stephens et 

al. (2015) 
CV V2I; V2V / / 

Speed 

harmonizatio

n, queue 

warning 

/ / 
Fuel consumption 

and emission 

Wang et al. 

(2016) 
CAV V2I 

SPECIALIST and 

car-following 

control algorithm 

MPC Mobility 
Hypothetical 

Case 
CFC vehicles TTT, AFC 

Yang and 

Jin (2014) 
CV V2V 

Newell’s car-

following model, 

CMEM 

Feedback Emission 
Hypothetical 

Case 

Penetration rates; 

communication 

delays 

Fuel Consumption, 

GHG 
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2.6. Calibration of Microscopic Traffic Simulation Models 

In this research, a real-world freeway stretch will be selected as the case study. The 

microscopic simulation will need to be conducted to examine the developed VSL control 

strategies, including VSL control strategies for mixed traffic flow, VSL with left-lane truck 

restriction policy, and VSL in a CAV environment. Therefore, the independent parameters, such 

as headway, acceleration rate, and deceleration rate that are used to describe traffic flow 

characteristics need to be calibrated first. Even though the microscopic simulation model, such as 

VISSIM, provides default values for these parameters, simulation under default values often 

produces unreliable results. Users often have to fine-tune the values so that traffic conditions of 

real-world case studies can be accurately represented. In short, parameters of microscopic 

simulation models need to be calibrated and validated. Model calibration plays a crucial role in 

minimizing the differences between the simulation results and corresponding field measurements, 

such as traffic volumes, speed, and travel time. In this section, a literature review on the calibration 

of microscopic simulation models is conducted. 

2.6.1. Abdalhaq and Baker’s research work 

Because the calibration is usually formulated as an optimization process which aims to 

minimize the discrepancy between field and simulated measurements, Abdalhaq and Baker 

(2014) explored which optimization technique suited more for the calibration problem. The 

optimization algorithms in this research included the GA, TS, particle swarm optimization 

(PS), and Simultaneous Perturbation Stochastic Approximation (SPSA). In addition, classical 

optimization techniques (i.e., Neldear-Mead and COBYLA) were used as the benchmark. A 

microscopic traffic simulation model called SUMO was used. The results indicated that the TS 

and PS performed well for this particular problem and were better than the GA and SPSA. 

2.6.2. Balakrishna et al.’s research work 

Balakrishna et al. (2007) developed a methodology for simultaneously calibrating microscopic 

simulation model parameters (car-following and lane-changing parameters) by using general 

traffic measurements, such as Origin-destination (O-D) flows. A large scale network, i.e., the 

network of Lower Westchester County, New York, was selected for the calibration of the 

MITSimLab microscopic traffic simulation model. The use of a multiclass O-D matrix to 

model parkway access restrictions for heavy vehicles was taken into account in this research. 

The calibration results demonstrated that the developed process was successful in matching 

prevailing traffic conditions. 

2.6.3. Cheu et al.’s research work 

Cheu et al. (1998) conducted an application of the GA for calibrating the parameters set of 

FRESIM. The field data were collected on weekdays on a 5.8-km freeway segment at the Ayer 

Rajar Expressway. The parameter sets during evening peak and midday off-peak periods were 

calibrated, respectively. 



 

38 

2.6.4. Chiappone et al.’s research work 

Chiappone et al. (2016) presented a calibration framework which was developed based on the 

relationship between speed-density. The objective function was to minimize the differences 

between the real and simulated data sets in the speed-density diagram. The calibration process 

was formulated as an optimization problem which was solved by using the GA. The real traffic 

data collected from the A22 freeway, Italy, were used. The simulation outputs using the 

Aimsum microscopic simulator were compared with the field measurements. The comparison 

results indicated that the GA was applicable in the calibration of the microscopic traffic 

simulation models. 

2.6.5. Ciuffo et al.’s research work 

Ciuffo et al. (2008) presented the results of the application of the OptQuest/Multistart (OQMS) 

algorithm to calibrate the AIMSUN microscopic model parameters. Freeway E45 Naples–

Pompei–Salerno was selected as the case study. The objective function was to minimize the 

root-mean-square percentage error (RMSPE) between the simulated and collected traffic data, 

which included both traffic counts and speeds. 

2.6.6. Hale et al.’s research work 

Automated methods of calibration of microscopic traffic simulation models were developed 

by Hale et al. (2015). To determine which situation can be applied by directed brute force 

(DBF) searching and SPSA, Hale et al. (2015) assessed the qualities of the two algorithms by 

using synthetic and real-world case studies. SPSA was found to be the faster method, but DBF 

was more reliable. For calibrating complex inputs, the DBF was better than SPSA for 

sensitivity analysis.  

2.6.7. Hourdakis et al.’s research work 

Hourdakis et al. (2003) presented a complete and systematic calibration of the simulation 

parameters and validation methodology to address the issues related to the calibration of 

microscopic traffic simulation models. The test site was a 20-km long freeway corridor of TH-

169 northbound starting from the interchange with I-494 and ending at I-94. The simulator 

employed in this study was AIMSUN. The sum of squared errors of the main-line speeds was 

used as the objective function. 

2.6.8. Jha et al.’s research work 

Through using the MITSIMLab, Jha et al. (2004) presented a framework for the calibration of 

microscopic traffic simulation models. The entire metropolitan area of Des Moines, Iowa, was 

selected as the case study, which was a large-scale roadway network. The authors estimated 

O-D flows of this large-scale network. The results indicated that the developed framework was 

applicable to large-scale microscopic traffic modeling. 
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2.6.9. Kim et al.’s research work 

In some cases, only the distribution of traffic data is available. In order to calibrate microscopic 

traffic simulation models using such data, Kim et al. (2005) developed a method so that the 

simulated travel time could represent the field travel time. The Wilcoxon rank-sum test, the 

Moses test and the Kolmogorov–Smirnov test were adopted. The travel time on a signalized 

roadway in Houston, Texas was used. The validation results indicated that valid simulation 

results could be achieved using the developed method. 

2.6.10. Lee and Ozbay’s research work 

Lee and Ozbay (2009) proposed a calibration methodology - enhanced simultaneous 

perturbation stochastic approximation (E-SPSA) which was developed based on the Bayesian 

sampling approach and the SPSA optimization method. To evaluate the performance of the 

proposed E-SPSA calibration approach, Mean square variation (MSV) was selected as the 

objective function. The microscopic simulation tool – PARAMICS was used. 

2.6.11. Ma and Abdulhai’s research work 

Ma and Abdulhai (2002) adopted the GA for calibrating microscopic traffic simulation models. 

A new software – GENOSIM was developed on the basis of the GA. The software was 

implemented in the Port Area network in downtown Toronto, Canada. The microscopic traffic 

simulation platform - Paramics was selected in this research. The objective was to minimize 

the discrepancy between the simulation measurements and field traffic data. Also, four types 

of objective functions and different GA configurations were examined. 

2.6.12. Ma et al.’s research work 

Ma et al. (2007) compared three different heuristic methods (i.e., SPSA, GA, and Trial-and-

Error (IA) Method) for the calibration of microscopic traffic models. The global and local 

model parameters were selected. Several real roadway networks in northern California were 

chosen as the case studies and coded in Paramics. The results indicated that the SPSA and IA 

could reach the same level of accuracy with fewer iterations and computing time than GA. 

2.6.13. Menneni et al.’s research work 

Menneni et al. (2008) developed a microsimulation calibration methodology to match the 

traffic data from the field and simulation in the speed–flow diagrams. The developed 

methodology was applied to the US-101 freeway network in San Francisco, California. The 

GA was employed as the optimization algorithm in this research. The developed methodology 

was compared with the methods developed in the previous research. The comparison results 

indicated that the developed methodology performed better. 

2.6.14. Park and Qi’s research work 

To achieve high credibility for a traffic simulation model, Park and Qi (2005) developed a 

procedure for the calibration of microscopic traffic simulation models. VISSIM was used in 
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this study. To determine the calibration performance, the simulated results were compared to 

multiple days’ traffic data obtained at a real world crossing. The GA was adopted. The 

comparison results indicated that the calibrated results could represent the field conditions 

2.6.15. Paz et al.’s research work 

Paz et al. (2012) developed a calibration methodology for CORSIM models. The SPSA 

algorithm was used. In this study, the objective function was to minimize the sum of the root 

mean square (RMS) of overall links between actual speed and simulated speed. The results 

indicated that the developed calibration methodology is effective in calibrating the parameters 

of CORSIM models. 

2.6.16. Paz et al.’s research work 

Paz et al. (2015) developed a Memetic Algorithm (MA) for the calibration of the microscopic 

traffic flow simulation models. The developed MA included a combination of the GA and 

simulated annealing (SA) algorithms. Two different Corridor Simulation (CORSIM) traffic 

systems were calibrated. In addition, the comparison between the developed MA and SPSA 

algorithm was presented. The calibration results were similar between the two algorithms. 

However, the computing time of the MA-based calibration process was greater than that of the 

SPSA. 

2.6.17. Toledo et al.’s research work 

Toledo et al. (2004) presented a framework for calibrating microscopic traffic simulation 

models using aggregate traffic data. The interaction between inputs and parameters of the 

microscopic traffic simulation models was taken into account. The O-D flows were estimated 

in this study. The estimation of O-D flows was based on the generalized least square. The case 

study developed by the Highway Capacity and Quality of Service (HCQS) committee of the 

Transportation Research Board was selected in this study. The microscopic traffic simulation 

model – MITSIMLab was used to demonstrate the developed framework. 

A summary table is given in Table 2.6, in which the case study, objective function and 

optimization algorithm(s) used in each study during the calibration process are summarized 

and presented. According to the summary table, parameters which have been selected to be 

calibrated and the optimization algorithms that have been adopted by the researchers are 

discussed. 

1. Calibration Parameters 

It can be seen in Table 2.6; there is substantial variation in the number of parameters (from 2 

to 15) being calibrated among these case studies. However, most parameters seem to be only 

related to driver behavior. For example, Ciuffo et al (2008) only calibrated driver’s reaction 

times and speed acceptance. In Cheu et al.’s (1998) research, the mainline free-flow speeds 

upstream and downstream of North Buena Vista Road off-ramp and the free-flow speeds at 

on-ramps and off-ramps, as well as the parameters that control the movement of vehicles (e.g., 

minimum car-following distance and sensitivity factor) were calibrated, and a total of 12 
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parameters were calibrated in Cheu et al.’s research. In Paz et al.’s (2015) study, 11 parameters 

for freeways and 15 parameters for surface streets were calibrated. Generally speaking, a small 

number of parameters enable the researchers to pay more attention to each parameter when 

their values are changed. However, some other parameters may have little impact on the 

performance individually, but could have a significant impact when combined. As such, the 

optimal parameter set obtained may only be a local optimal calibration solution. On the other 

hand, with more parameters, the calibration solution can be closer to an optimal one although 

the solution space can be significantly larger and the time it takes to find the optimal parameter 

set can also be much longer. 

2. Optimization Algorithms 

The studies in Table 2.6 developed various optimization methodologies for calibration. As one 

can see from Table 2.6, the GA and SPSA were widely used in previous calibration studies. 

To reduce computational time and also improve the quality of the solution, other algorithms 

were also used, such as OQMA, non-linear programming techniques, PS, and IA.  

GA has been used as a popular calibration method for micro-simulation models and it has been 

proven that near-global optima can be obtained. For example, Cheu et al. (1998) used the GA 

approach to calibrate FRESIM parameters, and the objective was to match FRESIM detector 

outputs with the Singapore case expressway data. In 2002, Ma and Abdulhai (2002) used the 

GA based optimization approach to calibrate the PARAMICS model. In this study, simple GA, 

steady-state GA, and crowding GA were implemented and compared. Park and Qi (2005) 

proposed a GA based procedure for the calibration of VISSIM simulation models. The 

calibrated parameters obtained by the procedure can be used to effectively represent the field 

traffic conditions. Both Menneni et al. (2008) and Chiappone et al. (2016) used GA to minimize 

the differences between the real data and simulated data in the speed-density graph.  

SPSA has gained favor as an efficient method for optimizing computational expenditures in 

recent years, which does not depend on evaluating feasible solutions at each iteration when the 

searching direction is updated. For example, Ma et al. (2007) introduced SPSA and calibrated 

the PARAMICS traffic simulation model, and compared it with GA. Results showed that SPSA 

could obtain similar accuracy but with less computational time. Research Needs Statement for 

simulation model calibration was posted by the TRB in 2008, and it was clearly mentioned that 

SPSA algorithm could be used to solve large noisy problems in a computationally attractive 

fashion based on recent research (TRB 2003). In 2009, Lee and Ozbay (2009) selected E-SPSA 

(i.e., Enhanced SPSA) and successfully demonstrated PARAMICS calibration with it. More 

recently (i.e., 2014-2015), SPSA was used to calibrate and its calibration results were 

compared with those using other algorithms. For example, Hale et al. (2015) compared SPSA 

with the DBF method. The results showed that SPSA was faster than the DBF method which 

was proposed in the paper, but it also appeared to be less reliable. 

In recent years, the calibration results of different techniques or algorithms were also presented. 

For example, Ma et al. (2007) tested and compared three heuristic optimization methods: the 

GA, SPSA and IA methods. Abdalhaq and Baker (2014) applied GA, TS, PS and SPSA to 

calibrate a traffic simulation model called SUMO, while classical optimization techniques, i.e., 

Neldear-Mead and COBYLA were also used as a baseline comparison. Due to the inherent 



 

42 

complexity involved in calibrating microscopic traffic simulation models, the metaheuristic 

approaches were proposed which can pursue good local (and potentially even global) optimal 

solution(s). 

 



 

43 

TABLE 2-6 Summary of Literature on the Calibration of Microscopic Traffic Simulation Models 

Authors Algorithm Metric Fitness Function 
Performance 

Measurements1 

No. of 

Calibration 

Parameters2 

Case Study Software 

Abdalhap and 

Baker (2014) 
GA, TS, PS, 

and SPSA 
Travel 

Time 1

| |n
i i

i i

sim observed

observed

n






 
Average Fitness 

4 (deceleration, 

acceleration, and 

driver imperfection 

etc.) 

A signalized 

segment in a vital 

city center 
SUMO 

Balakrishna et 

al. (2007) 
SPSA O-D flows 

Minimize the difference between 

observed and fitted measurements 
RMSPE, GEH, 

RMSN 

2(Car-following and 

lane-changing 

coefficients) 

Freeway network, 

Lower Westchester 

County, New York 
MITSimLab 

Cheu et al. 

(1998) 
GA 

Average 

speed,  

Average 

volume 

   field FRESIM

1

T

t

x t x t

T




 

Fitness Value and 

Average Absolute 

Errors 

12 (free-flow 

speeds, Minimum 

car-following 

distances, lag to 

acc. etc.) 

Ayer Rajar 

Expressway, in 

Singapore,  
FRESIM 

Chiappone et 

al. (2016) 
GA 

Speed, 

Density 
     

2 2

1

1 1 1

2 2

N

k k k k

k

D D S S
N

 


 
   

 
  Speed-Density 

graph 

3 (reaction time, 

min. distance 

between vehicle, 

and max. desired 

speed) 

A22, freeway, Italy AIMSUN 

Ciuffo et al. 

(2008) 
OQMS 

Traffic 

Counts, 

Speeds 

 
 

 

2
obs sim42 2 2
tkd tkd

obs
1 1 1 tkd

2
obs sim42 2 2
tkd tkd

obs
1 1 1 tkd

1

42*2*2
,

1

42*2*2

t k d

t k d

q q

q
RMSPE q v

v v

v

  

  

 
 

 


 
 
 





   
2 2

2
obs sim

1 1 1

1

*2*2

T

tkd tkd

t k d

RMSE v v v
T   

   

RMSPE, RMSE, 

GEH 

2  

(driver’s reaction 

time and speed 

acceptance) 

E45  

Naples–Pompei–

Salerno freeway 

AIMSUN 

5.1.8 

Hale et al. 

(2015) 

SPSA and  

DBF 

Speed and 

Density 

Minimize the Difference between 

Simulated and Field-measured outputs 
Objective Function 

Value 

5 (entry headway, 

and off-ramp 

reaction distance 

etc.) 

I-95 near 

Jacksonville, FL 
FRESIM 

Hourdakis et al. 

(2003) 

Non-linear 

programming 

techniques 

Speed  
2

1 1

st m
j j

si ai

j i

v v
 

  

RMSE, Theil’s 

Inequality 

Coefficient 

12 (max. acc. rate, 

max. speed diff, and 

avg. speed etc.) 

TH-160 from the 

interchange with I-

494 and ending with 

I-94 

AIMSUN 

Jha et al. 

(2004) 

Trial and 

error 

approach 

O-D flows 

and traffic 

counts 

Minimize the deviations between 

estimated and observed traffic counts 

and between the estimated O-D flows 

and field O-D flows 

Traffic counts, 

travel times 

2 (Route choice 

parameters and 

driving behavior) 

Des Moines area 

network 
MITSimLab 

Kim et al. 

(2005) 
GA 

Travel 

Time 1

| |
n

i i

i i

S O

O

n






 

Moses’, Wilcoxon, 

KS Test, and 

MAER 

6 (average standstill 

distance, and lane 

change distance 

etc.) 

Arterial section of 

Bellaire Boulevard, 

Houston, Texas 
VISSIM 
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Lee and Ozbay 

(2009) 

Enhanced 

SPSA 

Flow, 

Speed 
real sim real sim

lane time real real

| | | |Q Q S S

Q S

  
 

 
  K-S test 

2 (mean headway 

and mean reaction 

time) 

I-880 in Hayward, 

California 
PARAMICS 

Ma and 

Abduhai (2002) 
GA Flow 

real sim

1

real

1

| |
n

i

n

i

Q Q

Q








 GRE 

2  

(mean headway and 

mean reaction time) 

Port area network, 

Toronto, Canada 
PARAMICS 

Ma et al. 

(2007) 

SPSA, GA, 

and IA 

Capacity,  

Critical 

Occupancy 
   

1

M

i i

i

GHE cap A GHE occ


     GEH 
10 (MTH, MRT, 

and AGGR etc.)3 

SR-99, Sacramento, 

California 
PARAMICS 

Menneni et al. 

(2008) 
GA 

Maximum 

5-min 

flows 

Sum of all the speed-flow area in the 

field data that is not covered by 

simulated data 
Flow-Speed graph 

5 (CC1, CC2, CC3, 

CC4, and CC5) 

US-101, San Mateo, 

California 
VISSIM 

Park and Qi 

(2005) 
GA 

Average 

Travel 

Time 

field sim

field

| |TT TT

TT


 

ANOVA test, 

Scatter plots 

6 (look ahead 

distance, average 

standstill distance, 

and gap time etc.) 

An intersection at 

the junction of 

Route 15 and Route 

250, Virginia 

VISSIM 

Paz et al. 

(2012) 
SPSA Speed  

2

simulated

1 1

T I

i i

t i

V V


 

   GEH 
5 (driver behavior, 

vehicle performance 

etc.) 

A network with 38 

links, and a network 

with 20 links 
CORSIM 

Paz et al. 

(2015) 

Memetic 

Algorithm, 

and SPSA 

Vehicle 

Counts and 

Speeds 
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GEH 

11 for freeway and 

15 for surface 

streets (pedestrian 

delays, and max. 

deceleration etc.) 

A portion of the 

Pyramid Highway 

in Reno, NV and a 

hypothetical 

network provided 

by McTrans 

CORSIM 

Toledo et al. 

(2004) 

Systemic 

search 

approach 

O-D flows, 

travel times 

Minimize the difference between 

observed and simulated O-D flows and 

travel times 

Speeds on freeway 

sections and 

arterial sections 

2 (Driving behavior, 

and Route choice 

parameters) 

Three major 

freeways: I-5, I-

405, and Route 133. 
MITSimLab 

Note: 1. RMSPE: root mean square percent error RMSE: root-mean-square error GEH: Geoffrey E. Havers statistics MAER: mean absolute error ratio GRE: global 

relative error     RMSN: Normalized root-mean-square error 

          2. MTH: mean target headway   MRT: mean reaction time    AGGR: driver aggressiveness. 
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2.7. Summary 

A comprehensive review and synthesis of the current and historical research efforts that 

are related to VSL control approaches, the practice of VSL control, VSL control in CAV 

environments, and the calibration of microscopic traffic simulation models, have been discussed 

and presented in the preceding sections. This is intended to provide a solid reference for and 

assistance in formulating VSL control strategies and developing effective control strategies for 

future tasks. 
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Chapter 3. VSL Control Models 

3.1. Introduction 

In order to overcome the shortcomings of previous studies as mentioned in Chapter 2, VSL 

control models are developed in this chapter based on the METANET model and CTM. Mixed 

traffic flows are taken into account in the developed models. In addition, another active traffic 

management strategy, i.e., left-lane truck restriction, is also integrated with the VSL control, and 

the corresponding model is developed. To formulate a first-order control model which can be 

solved efficiently, the VSL control based on the CTM is developed and presented. VSL control 

for mixed traffic flows in a CAV environment is also formulated in this chapter. The objective 

function (e.g., minimizing the sum of the TTT, TSV, and TSD) and constraints of these VSL 

controls are described.  

In short, this chapter develops several VSL control strategies, including VSL control for 

mixed traffic flow (both trucks and cars), integrated VSL control and truck restriction policy, and 

VSL control in a CAV environment. The remainder of this chapter is organized as follows. Section 

3.2 briefly describes two traffic flow models (i.e., METANET and CTM). Section 3.3 presents the 

VSL control models that are developed based on the METANET models. Section 3.4 formulates 

the VSL control model on the basis of the CTM. Section 3.5 shows the car-following behaviors of 

CAV. Section 3.6 discusses the methods which can be used to determine the critical volume for 

multiple bottlenecks. Section 3.7 presents the integrated VSL control system in a CAV 

environment. Section 3.8 describes the objective function and constraints of the VSL control 

models, and a summary in section 3.9 concludes this chapter. 

3.2. Traffic Flow Model 

In this report, two traffic flow models are used, i.e., the METANET which is a second-

order traffic flow model and cell transmission model which is a firt-order traffic flow mode. Both 

models have been used to develop VSL control strategies. The two models are briefly introduced 

in this section. 

3.2.1. METANET Model 

In the basic METANET model, for the convenience of description, the selected freeway stretch 

is divided into N segments, and let the length of segment i be li, as shown in Figure 3.1. The 

discrete time step used in the METANET model is T. 
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FIGURE 3.1 An Illustration for the METANET Model  

Density on segment i during the time interval k+1 can be calculated by the following equation: 

            11i i i i i i

i

T
k k q k q k r k s k

l
           (1) 

The average space-mean speed on segment i during time interval k+1 can be computed by Eq. 

(2), which is proposed by Papageorgiou et al. (1989).  
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where , ,  and  are global parameters that can be calibrated to any case study. In Eq. (2), 

 iV k    is the static speed-density relationship corresponding to the fundamental diagram 

(Carlson et al. 2010a). In addition,  iV k   can be calculated by using the following 

equation: 

  
 1

exp

a

i

i f

i c

k
V k v

a




 

  
      
   

 (3) 

The relations between flow, density and speed can be expressed as follows: 

      i i iq k k v k  (4) 

3.2.2. Cell Transmission Model 

The FD is simplified as having a triangular relationship between flow and density, as shown 

in Figure 3.2. In Figure 3.2(a), 
fv is the free flow speed, Q is the freeway capacity, 

jam

denotes the jam density, 
c means the critical density, and w represents the shock wave speed. 
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(a) Fundamental Diagram 

 
(b) Cell i on a freeway stretch 

FIGURE 3.2 Fundamental Diagram and Cell i 

The demand and supply functions for cell i during time interval k are defined as follows: 

Demand function:  

      min ,i f iD k Q v k   (5) 

Supply function: 

       jammin ,i iS k Q w k     (6) 

Once the demand and supply functions are determined, the traffic volume which flows out of 

cell i (see Figure 3.2(b)) is written as (Daganzo 1994):  

 
      

     
1

jam 1

min ( ) , ( )

min , ,

i i i

f i i

q k D k S k

v k Q w k

 

  







 
 (7) 

3.3. METANET and VSL Control 

3.3.1. VSL Control at a Lane-drop Bottleneck 

To formulate the VSL control model in this section, the following notations are introduced. 

𝑖 ∈ 𝑵 i-th segment on the studied freeway 

𝑘 ∈ 𝑲 k-th time interval  

 Dq k  mainstream demand during time interval k, (pc/h);  

   magnitude of the capacity drop, (%);  

Q    capacity upstream of the bottleneck, (pc/h/lane);  
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bQ   maximum discharge flow upstream of the bottleneck,  1bQ Q   , (pc/h/lane);  

c    critical density upstream of the bottleneck, (pc/mile/lane);  

C   maximum discharge volume at the bottleneck, (pc/h);  

i
   the number of lanes on segment i; 

fv   free flow speed, (miles/h);  

cN   the user-specified number of control segments upstream of the bottleneck; 

N   the total number of studied segments, N=|N|, cN N ; 

K  the total number of time intervals, K=|K|; 

T   the discrete time step used in the METANET model; 

pT   prediction time interval; 

cT   VSL control horizon (i.e. the frequency that the variable speed limit is updated); 

il   the length of segment i, (miles);  

 ir k  on-ramp volume on segment i during time interval k, (pc/h);  

 is k  off-ramp volume on segment i during time interval k, (pc/h);  

1w , 2w  weights reflecting the relative importance of two components including total travel 

time and total speed variation respectively, and 
1 2 1w w  ; 

VTT value of travel time, ($/hour); 

VSV value of speed variation, ($*hour/miles)). 

 iu k  speed limit (to be initialized first and then optimized) on segment i during time 

interval k (miles/h). If  no VSL control is deployed on segment i,  i fu k v . 

 iq k  traffic volume entering control segment i+1 from segment i during time interval k 

(veh/h); 
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( )i k  mean density on segment i during time interval k (pc/mile); 

 iv k  mean speed on segment i during time interval k (miles/h); 

A regular lane-drop bottleneck might be caused due to incidents, work zone activities, physical 

lane drop, and/or lane closure, etc. Under such scenario, the total discharging flow rate of the 

studied freeway stretch will be reduced which can significantly affect the throughput of the 

entire freeway stretch. A hypothetical freeway corridor with three lanes and a lane drop 

bottleneck is presented in Figure 3.3. The freeway capacity upstream of the bottleneck area is 

Q (pc/h/lane), and the ideal maximum discharge volume at the bottleneck is Cideal=2Q. As the 

traffic demand increases, a queue of vehicles will be formed at the lane-drop bottleneck. The 

vehicles traveling upstream of the lane closure point will need to change and merge into other 

lanes when the drivers receive the lane closure information/notification. The lane changes will 

result in the capacity drop (Hadiuzzaman et al. 2013; Zhang and Ioannou 2017). Due to the 

capacity drop, the capacity upstream of the bottleneck will be Qb, and  1bQ Q   , where   

is the magnitude of the capacity drop (measured in percentage). The real maximum bottleneck 

discharge volume C=2Qb. Because of the capacity drop at the lane-drop bottlenecks, the 

vehicles’ total travel time can be greatly prolonged. Moreover, based on the results in the 

existing studies (Lu et al. 2015; Yang et al. 2017), the speed variations between the upstream 

sections and the lane-drop sections can be huge which might increase the occurrence of rear-

end accidents. An important motivation for developing VSL at such types of bottlenecks is to 

decrease the total travel time and improve the level of safety. 

 

FIGURE 3.3 Illustration of VSL at A Lane Drop Bottleneck 

If VSL control  iu k  is implemented on segment i during time interval k, according to Carlson 

et al. (2010a),  iV k   will be modified as follows: 

With VSL control:  

    
 1

exp

a

i

i i

i c

k
V k u k

a




 

  
      
   

 (8) 

In this study, according to Carlson et al. (2010a) and Hadiuzzaman et al.’s (2013) result, a=2 

will be used. 
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3.3.2. METANET and Mixed Traffic Flows 

In a review of the VSL control in the literature, although promising results have been obtained, 

one critical issue that is related to the VSL operation remains to be addressed, i.e., the mixed 

traffic flow should be considered. In the real world, various types of vehicles are traveling on 

the roadway, including cars, vans, and trucks. To represent the behaviors of different types of 

vehicles, researchers have developed the traffic models (including both the first-order and 

second-order models) for multi-class vehicles, and some of the developed traffic models were 

used to design traffic control systems, such as VSL, RM, and RG, to regulate mixed traffic 

flows. Wong and Wong (2002) modified the LWR model to the multi-class version with 

different speed distribution. Bagnerini and Rascle (2003) developed a multiclass traffic flow 

model which took into account the behaviors of different vehicle types. The first-order 

FASTLANE model developed by van Lint et al. (2008) was used to model different vehicle 

classes on the motorways, in which the dynamic passenger car equivalents (pce) are described. 

Based on the FASTLANE model, Schreiter et al. (2011) proposed a RM strategy. The results 

indicated that the multi-class controller achieved better control performances. In terms of 

extending the second-order macroscopic models, such as METANET, to the multi-class 

context, several related research has been performed as well. Deo et al. (2009) extended the 

METANET model to two vehicle classes including cars and trucks. Through taking the 

interaction between cars and trucks into account, a two-class extension of the METANTET 

was developed by Pasquale et al. (2014). In Liu et al.’s (2014; 2016; 2017) research, a multi-

class second-order traffic model was developed in which each vehicle class was subject to its 

own single-class fundamental diagram. Both the MPC (Liu et al. 2017) and receding horizon 

parameterized control (RHPC) (Liu et al. 2016) were adopted based on the developed multi-

class model. Pasquale et al. (2015; 2017) designed different control schemes (including RM 

and RG) based on the developed two-class macroscopic models to relieve congestion and 

reduce emission on the freeways. 

To formulate the VSL control model for mixed traffic flows in this section, besides the 

notations in section 3.3.1, the following notation is introduced. 

𝑗 ∈ 𝑱 j-th vehicle type 

j
   the percentage of vehicle type j on the studied freeway segment, (%); 

 ,i jr k  on-ramp volume of vehicle type j on segment i during time interval k, (veh/h);  

 ,i js k  off-ramp volume of vehicle type j on segment i during time interval k, (veh/h);  

 ,i j
k  dynamic pce value of vehicle type j on segment i during time interval k; 

jsd  gross stopping distance of vehicle type j, (ft); 

jt   minimum headway of vehicle type j, (s); 
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 ,i jv k  average speed of vehicle type j on segment i during time interval k, (miles/h); 

 ,i j k  density on segment i of vehicle type j during time interval k, (veh/mile); 

 ,i jq k  traffic volume of vehicle type j entering segment i+1 from segment i during time 

interval k, (veh/h); 

 iE k  equilibrium density on segment i during time interval k, (pce/mile); 

 iEq k  equilibrium flows entering segment i+1 from segment i during time interval k, 

(pce/h); 

 iEv k  equilibrium speed on segment i during time interval k, (miles/h). 

 disC k  maximum discharge volume at the bottleneck for mixed traffic flow during time 

interval k, (pce/h);  

3.3.2.1. Dynamic Passenger Car Equivalents (PCE) 

In the real world, there are different classes of vehicles on the freeways, e.g., cars and 

trucks. Such differences in classes of vehicles are called traffic heterogeneity. The accuracy 

of the freeway traffic operation models can be more or less affected by the traffic 

heterogeneity. For example, more trucks on the freeways are more likely to induce 

congestion at a lower traffic demand compared with low truck percentages (van Lint et al. 

2008). Generally, the researchers studied the traffic flow models by converting the other 

classes of vehicles to the passenger car equivalents. The HCM defined the PCE as “the 

number of passenger cars that are displaced by a single heavy vehicle of a particular type 

under prevailing roadway, traffic and control conditions” (HCM 2000). The pce value has 

been studied based on different traffic conditions by the researchers (Chanut and Buisson 

2003; van Lint et al. 2008). In free-flow speed conditions, the distance gap between 

vehicles is much larger than the length of a vehicle. The effect of heavy vehicles can be 

negligible. Whereas, in a congested condition (i.e., the density is greater than the critical 

density), the effect of heavy vehicles cannot be ignored. In addition, with different speeds, 

the distance gaps between different vehicles are also different. For example, with higher 

speed, vehicles need to maintain a larger distance gap to guarantee their safety. With VSL 

control, since the speed limits change at different time intervals, the PCE value might also 

change. To accurately model the equilibrium traffic state (e.g., equilibrium flow, density, 

and speed) with VSL control, a dynamic pce value which involves the physical 

characteristics of vehicles and the prevailing speeds traveling on the freeways is used. The 

dynamic PCE value is defined by van Lint et al. (2008). The equation which can be used 

to calculate dynamic PCE value of vehicle type j during time interval k on segment i is 

shown as follows:  
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Eq. (9) is obtained as the gross distance gaps of vehicle type j divided by the gross distance 

gaps of passenger car, which ensures that the pce value is dynamic and depends upon the 

characteristics of the vehicles as well as the prevailing speeds. The gross distance gaps of 

vehicle type j equal to the gross stopping distance of vehicle type j 
j

sd  plus the minimum 

headway of vehicle type j times the prevailing speeds of vehicle type j. For example, the 

speed of passenger car on segment i during time interval k is  cari
v k

,
. Based on the 

definition, the gross distance gap of passenger cars on segment i during time interval k can 

be computed by  car car cari
sd t v k

,
, as shown in Eq. (9). 

Based on Eq. (9), the equilibrium density  iE k  on segment i during time interval k can 

be described as follows: 

      , ,
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J

i i j i j

j

E k k k  


   (10) 

3.3.2.2. Bottleneck Discharge Volume 

As shown in Figure 3.3, a hypothetical three-lane freeway stretch with a lane-drop 

bottleneck is used in this study. If only cars are traveling on the freeway stretch, since there 

are two lanes available for use, the ideal maximum discharge volume at the bottleneck is 

Cideal=2Q, where Q (pce/h/lane) is the capacity of the freeway segment upstream of the 

bottleneck. However, due to the capacity drop phenomenon at the bottlenecks which has 

been verified by many researchers (Hadiuzzaman et al. 2012; Li et al. 2016; Zhang and 

Ioannou 2017), the capacity upstream of the bottleneck will be decreased to Qb (pce/h/lane), 

which can be calculated by Qb=Q*(1-θ), in which θ is the magnitude of the capacity drop 

(measured in percentage). The real maximum bottleneck discharge volume will be 

Creal=2Qb. However, in cases with different types of vehicles, since heavy vehicles need 

more space and longer time to change lanes compared to passenger cars. As a result, the 

bottleneck discharge volume will be negatively affected.  

In the HCM, how to compute the mixed-vehicle capacity of a freeway segment at the 

critical point on the freeway stretch with the lowest capacity is given (HCM 2000). In the 

equation provided by HCM (2000), the mixed-vehicle capacity is computed by PCE 

capacity, number of lanes at the critical point, heavy-vehicle adjustment factor, driver 

population adjustment factor, and peak hour factor (PHF). In this study, the critical point 

is at the lane-drop bottleneck. The discharge volume at time interval k can be calculated as 

follows: 

    dis * * * *b c HV pC k Q f k f PHF  (11) 



 

55 

where  HVf k means the dynamic heavy-vehicle adjustment factor at time interval k, 
pf

represents the driver population adjustment factor, and PHF is the peak-hour factor. Note 

that, due to the capacity drop upstream of the bottleneck, 
bQ  is used in Eq. (11).  

Based on HCM (2000),  HVf k is computed using the following equation: 
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(12) 

In Eq. (12),  bottleneck, j k is the dynamic PCE value of vehicle type j at the bottleneck 

during time interval k which can be computed using Eq. (10). The dynamic heavy vehicle 

adjustment factor at time interval k can be calibrated by using Eq. (12).  

Generally, according to Eq. (11) and Eq. (12), in cases where different types of vehicles 

are involved, the maximum discharge volume  disC k  at each time interval k is less than 

that with passenger cars only, i.e.,  disC k C . 

3.3.2.3. VSL Control Model 

As shown in Figure 3.3, the studied freeway is divided into N segments, and the length of 

each segment is li. The number of segments with VSL control is Nc. The second order 

macroscopic traffic flow model METANET is used to predict the traffic states of each class 

of vehicle on the selected freeway segment. Since there are J types of vehicles on the 

studied freeway segment, an extended METANET is developed and briefly introduced as 

follows. 

According to the previously defined variables, the density of vehicle type j on segment i 

during time interval k+1 can be calculated by the following equations: 

             , , 1, , , ,1i j i j i j i j i j i j

i

T
k k q k q k r k s k

l
         (13) 

It should be noted that, as shown in Figure 3-3, segment i-1 is upstream of segment i. The 

average space-mean speed of vehicle type j on segment i during time interval k+1 can be 

estimated by Eq. (14), in which the density is the equilibrium density  iE k on segment 

i. 
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where , v , and  are the global parameters of METANET which can be calibrated to any 

case study.  iV E k    can be computed by using the following equation: 

  
 

,

1
exp

a

i

i f j

i c

E k
V E k v

a




 

  
      
   

 (15) 

With VSL control  iu k on segment i during time interval k,  iV E k   is modified as 

follows (Carlson et al. 2010a): 
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In this study, the parameter a in Eq. (15) and Eq. (16) set as 2. The relationship between 

flow, speed and density of vehicle type j during time interval k can be expressed by the 

following equation: 

      , , ,i j i j i jq k k v k  (17) 

Based on Eq. (9) and Eq. (17), the equilibrium flow on segment i during time interval k can 

be calculated by the following equations (van Lint et al. 2008): 

      , ,

1

J

i i j i j

j

Eq k k q k


   (18) 

Based on Eq. (10) and Eq. (18), the equilibrium speed on segment i during time interval k 

can be computed by 

  
 

 
i

i

i

Eq k
Ev k

E k
  (19) 

3.3.3. VSL Control and Left-Lane Truck Restriction 

Among these ATM strategies, ML is a type of freeway lane which is operated with 

management schemes to guide traffic flow and/or optimize throughput. Types of ML include 

truck lane restrictions, toll managed lanes, bus lanes, and dynamic lanes (Mirshahi et al. 2007). 

With yearly increases in truck percentages on the highways, more and more U.S. highways use 

truck lane restrictions to reduce the impact of trucks on cars, in which trucks are not allowed 

to drive in certain lanes. Truck lane restrictions have been adopted in some states (e.g., Florida, 

California, Louisiana, and Maryland) in the U.S. (Radhakrishnan and Wilmot 2009; Wolshon 

et al. 2009). Researchers have proved that such restrictions policy can increase sight distance 

in lanes without trucks as well as permitting the orderly movements of trucks (Radhakrishnan 

and Wilmot 2009; Wolshon et al. 2009; Cate and Urbanik 2004). As a result, the operational 
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safety and efficiency on highways can be improved (Wolshon et al. 2009; Cate and Urbanik 

2004). In this section, a VSL control strategy for mixed traffic flows is developed. The left 

lane truck restriction policy (TRP) is implemented to decrease the impact of trucks on cars. 

To formulate the VSL control model in this section, besides the notations in the previous 

sections, the following notation is introduced. 

TR

i
  The number of truck restriction (TR) lanes on segment i; 

NTR

i
  The number of no truck restriction (NTR) lanes on segment i; 

LCt  The time that a driver takes to decide and execute a lane change, (s); 

 TR

i
v k  Average speed in the TR lanes on segment i during time interval k, (mi/h); 

 TR

i
k  Density in the TR lanes on segment i during time interval k, (pce/mi/lane); 

 TR

i
q k  Traffic volume in the TR lanes on segment i during time interval k, (pce/h/lane); 

 NTR

i j
k

,
 Dynamic pce value of vehicle type j on segment i during time interval k in the NTR 

lanes; 

 NTR

,i jv k  Average speed of vehicle type j on segment i during time interval k in the NTR 

lanes, (mi/h); 

 NTR

,i j k  Density on segment i of vehicle type j during time interval k in the NTR lanes, 

(veh/mi/lane); 

 NTR

,i jq k  Traffic volume of vehicle type j on segment i during time interval k in the NTR 

lanes, (veh/h/lane); 

 NTR

iEv k Equilibrium speed on segment i during time interval k in the NTR lanes, (mi/h). 

 NTR

iE k Equilibrium density on segment i during time interval k in the NTR lanes, 

(pce/mi/lane); 

 NTR

iEq k Equilibrium traffic volume on segment i during time interval k in the NTR lanes, 

(pce/h/lane); 

 NTR TR

i
k 

The fraction of choice-makers per unit time who wish to change from a NTR lane 

to a TR lane; 

 TR NTR

i
k 

The fraction of choice-makers per unit time who wish to change from a TR lane 

to a NTR lane; 
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 NTR TR

i
LC k

A desired lane change volume from NTR lanes to TR lanes, (pce/h); 

 TR NTR

i
LC k

A desired lane change volume from TR lanes to NTR lanes, (pce/h); 

 NTR TR

i
k Traffic volume with lane change from NTR lanes to TR lanes on segment i during 

time interval k, (pce/h); 

 TR NTR

i
k Traffic volume with lane change from TR lanes to NTR lanes on segment i during 

time interval k, (pce/h); 

A hypothetical freeway stretch with a lane-drop bottleneck is developed and used for model 

presentation, as shown in Figure 3.4. In Figure 3.4, a four-lane freeway corridor with a lane 

drop is shown, and different types of vehicles are traveling on this freeway corridor. Let the 

capacity of the freeway segment upstream of the bottleneck be Q (pce/h/lane). Different types 

of vehicles are involved, including cars and trucks. Trucks need more space and longer time to 

change lanes, which might decrease the operational efficiency. Lane changes performed by 

different types of vehicles at the bottleneck will result in the capacity drop (Hadiuzzaman et 

al. 2013). The real bottleneck capacity will be 3Qb. Such lane drop bottleneck might lead to 

prolonged travel time and huge speed variation among vehicles traveling between the upstream 

sections and the bottleneck (Yang et al. 2017). 
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FIGURE 3.4 Illustration of the VSL Control and Truck Lane Restrictions 

A VSL control under the left-lane TRP is implemented to regulate the vehicles so that the 

bottleneck capacity can be metered. The selected freeway stretch is divided into N segments. 

Trucks are not allowed to travel in the left TR

i
 lanes. It can be seen from Figure 3.4 and Figure 

3.5, due to the TRP, each roadway segment is divided into two parts: TR lanes and NTR lanes. 

In the TR lanes, only cars are allowed to travel. In the NTR lanes, there are different classes of 

vehicles which are called traffic heterogeneity. When considering the traffic heterogeneity in 

a traffic flow model, the other classes of vehicles are always converted to the pce (van Lint et 

al. 2008; Deo et al. 2009)  



 

59 

 

FIGURE 3.5 Illustration of VSL Control and Truck Lane Restriction on Segment i 

Cars can change their lanes between the TR and NTR lanes based on the traffic conditions. 

Such lane change behavior of cars cannot be ignored and needs to be accounted for in the 

control model. In this study, the macroscopic traffic flow model METANET is used to predict 

the traffic state in both the TR and NTR lanes. In the following parts, how to compute the 

dynamic pce in the NTR lanes, lane change volume between NTR lanes and TR lanes, and the 

modified METANET model are presented. 

3.3.3.1. Lane-Changing Volume 

As a matter of fact, the lane-changing behavior depends on numerous factors (e.g., human 

driver behavior, the number of lanes, environmental conditions, traffic conditions, and 

traffic signs) which is hard to model accurately. To estimate the lane-changing volume, it 

has always been assumed that the drivers might consider a lane change when one of the 

adjacent lanes offers a higher speed or a lower density for the basic lane-changing flow 

model (Roncoli et al. 2015; Laval and Daganzo 2006). In Roncoli et al. (2015), the authors 

modeled the lane-changing volume based on the traffic densities in each lane. In this study, 

based on the speed differences and demand and supply function on a freeway corridor, a 

method to compute the lane-changing volume was developed by Laval and Daganzo 

(2006). Due to the TRP, only cars can change between the TR and NTR lanes, and thus, 

trucks will not be included in the model. The method to estimate the lane-changing volume 

is introduced as follows. It should be noted that, for modeling purpose, a triangular 

fundamental diagram is assumed and used (Laval and Daganzo 2006). 

The demand function of on segment i in the TR lanes and NTR lanes during time interval 

k can be computed by 

     TR TR

car
min

i f i
D k Q v k

,
,  (20) 

     NTR NTR

car car
min

i f i
D k Q v k

, ,
,  (21) 

The supply function on segment i in the TR lanes and NTR lanes during time interval k are 

      TR TRmin
i j i

S k Q w k  ,  (22) 
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      NTR NTRmin
i j i

S k Q w E k  ,  (23) 

In Eq. (23), in the NTR lanes, the equilibrium density  NTR

i
E k  is used which is computed 

by 

      NTR NTR N R

1

T
J

i i j i j

j

E k k k 


  ,,  (24) 

The traffic composition of car on segment i is 
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(25) 

By using Eq. (23) and Eq. (25), the supply function of cars in the NTR lanes on segment i 

during time interval k is (van Lint et al. 2008) 

      NTR NT NT

c

R

a

R

ra cri ii
S k S k P k

,,
*   (26) 

According to (Laval and Daganzo 2006), the fraction of choice-maker per unit time 

wishing to change from NTR lane to TR lanes or from TR lanes to NTR lanes on segment 

i during time interval k is  

  
    TR NTR

carNTR TR

car LC

max 0
i i

i

f

v k v k
k

v t
 




,

,

,
 (27) 

  
    NTR TR

carTR NTR

car LC

max 0
i i

i

f

v k v k
k

v t
 




,

,

,
 (28) 

With VSL control, Eq. (27) and Eq. (28) are respectively modified as follows: 

  
    
 

TR NTR

carNTR TR
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i i
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i

v k v k
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u k t
 




,
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 (29) 

  
    

 

NTR TR

carTR NTR

LC

max 0
i i

i

i

v k v k
k

u k t
 




,
,

 (30) 

A desired lane change volume from NTR lanes to TR lanes or from NTR lanes to TR lanes 

on segment i during time interval k can be estimated by  
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    NTR TR NTR TR NTR

i i iLC T k D k   (31) 

    TR NTR TR NTR TR

i i iLC T k D k   (32) 

As shown in Figure 3.5, in the TR lanes, during time interval k, the total desired volume 

entering segment i equals the volume  TR

1i
q k


 flows out of segment i-1 plus the lane 

change volume  NTR TR

i
LC k

 from the NTR lanes, i.e.    TR NTR TR

1i iq k LC k

  . If 

   TR NTR TR

1i iq k LC k

  is less than the available capacity on segment i, i.e., supply 

function  TR

i
S k , all the demands can be satisfied. All the vehicles, including traveling 

from segment i-1 and lane changing from the NTR lanes, are able to advance to the target 

segment, i.e., segment i; otherwise, the lane change volume should be computed based on 

the available capacity. Noted that, this study assumes that the volume from segment i-1 is 

satisfied first. Based on the assumption, the traffic volume with lane change from the NTR 

lane to the TR lanes on segment i during time interval k can be calculated as follows: 

  
   

 
TR

NTR TR NTR TR

TR NTR TR

1

min 1, i
i i

i i

S
k LC k

q k LC k

 





  
   

  
 (33) 

The traffic volume with lane change from the TR lanes to the NTR lanes on segment i 

during time interval k can be computed based on the same principle.  

  
   

 
NTR
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NTR TR NTR

1

min 1,
i
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 (34) 

The lane change volume difference in the TR and NTR lanes on segment i during time 

interval k can be computed by  

      TR NTR TR TR NTR

i i ik k k       (35) 

      NTR TR NTR NTR TR

i i ik k k       (36) 

3.3.3.2. Extended METANET Model 

The studies (Knoop et al. 2010; Soriguera et al. 2017; Duret et al. 2012) modeled the lane 

distribution showing that the lane distribution could be affected by some characteristics of 

freeway layout (e.g., the number of lanes) and the control strategies (e.g., VSL and TRP). 

For instance, a speed limit of 60 km/h significantly increased the utilization of the shoulder 

lane (Knoop et al. 2010). In the absence of control, there is a higher incentive for vehicles 

with higher traveling speed to travel in the center or median lanes (Duret et al. 2012). VSL 

control and TRP profoundly impacted the lane distribution and reduced the speed 

difference between the shoulder lane and passing lane (Duret et al. 2012). As a result, 
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according to the previous findings, the different flow distribution in each lane might lead 

to different traffic flow parameters (e.g., free flow speed) in each lane (Roncoli et al. 2015). 

In addition, due to the TRP, the traffic characteristics in the TR and NTR lanes are different 

as well. To accurately account for these characteristics (such as the difference in flow and 

speeds), the traffic state under VSL and TRP in the TR and NTR lanes are respectively 

considered. In this study, the second order macroscopic traffic flow model METANET is 

used.  

For the convenience of both computation and description of the basic METANET model, 

the selected freeway is divided into N segments, as presented in Figure 3.4. Let the length 

of segment i be li and the discrete time step used in the METANET model be T. Note that 

segment i-1 is upstream of segment i. 

3.3.3.3. TR lanes 

The density on segment i in the TR lanes during time interval k+1 can be calculated by the 

following equations, in which the lane change volume difference in the TR lanes  TR

i k  

is included: 

           TR TR TR TR TR

11i i i i i

i

T
k k q k q k k

l
         (37) 

The average space-mean speed on segment i in the TR lanes during time interval k+1 is  
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 (38) 

where 
TR , 

TRv , 
TR , and 

TR are the global parameters in the TR lanes which can be 

estimated to any case study. It should be noted that, since the traffic conditions in the TR 

lanes might be different from that in the NTR lanes, the global parameters of TR lanes are 

accounted in Eq. (38). In order to account for the speed drop caused by the lane-changing 

phenomena, the term 
   

 

TR TR

TR

TR

TR

i i

i i

k v kT

l k



 





is included in Eq. (38), which is based on 

(Bekiaris-Liberis et al. 2016).  TR

iV k   is calculated by the following equation:  

  
 TR

TR

,car

1
exp

a

i

i f

c

k
V k v

a






  
       
   

 (39) 
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With VSL control  iu k on segment i during time interval k,  TR

iV k   is modified as 

follows (Hegyi et al. 2005): 

    
 

   
TR

TR 1
min exp , 1

a

i

i i i

c

k
V k u k u k

a


 



   
              

 (40) 

where  1  is the non-compliance factor. According to Hadiuzzaman et al. (2013), a is 

set as 2. 

The outflow of each segment in the TR lanes equals to the density times the mean speed: 

      TR TR TR

i i iq k k v k  (41) 

3.3.3.4. NTR Lanes 

In the NTR lanes on segment i during time interval k+1, the speed, density, and flow can 

be estimated based on the same principle. The density on segment i of vehicle type j in the 

NTR lanes during time interval k+1 can be calculated by (Deo et al. 2009) 

 
       

     

NTR NTR NTR NTR

, , 1

NTR

, , ,

1i j i j i i

i

i j i j i j

T
k k q k q k

l

r k s k k

     

   

 (42) 

In Eq. (42), it should be noted that there are no trucks changing from the TR lanes to the 

NTR lanes, and thus  NTR

,truck 0i k  . Since there are vehicles traveling from the on-ramps 

and leaving the main lane at the off-ramps, the on-ramp volume  ,i jr k  and off-ramp 

volume  ,i js k are included in Eq. (42). 

The average space-mean speed of vehicle type j on segment i during time interval k+1 can 

be calculated by  



 

64 

 

        

      

   

 

      
 

NTR NTR NTR NTR

, , ,

NTR

NTR NTR NTR

1, , ,

NTR NTR

1NTR

NTR

NTR NTR

NTR NTR

, , ,NTR

TR

NTR

1i j i j j i i j

i j i j i j

i

i i

i i

i j i j i j

i i

T
v k v k V E k v k

T
v k v k v k

l

E k E kv T

l E k

v k k r kT

l E k




 

  



 





     

 






 




 (43) 

where 
NTR , 

NTRv , 
NTR , and 

NTR are the global parameters in the NTR lanes. The term

      
 

NTR NTR

, , ,NTR

TR

NTR

i j i j i j

i i

v k k r kT

l E k



 

 



 is added to estimate the speed reduction due to the 

lane-changing and on-ramp (Hegyi et al. 2005). In Eq. (43), the density is the equilibrium 

density in the NTR lanes  NTR

iE k  on segment i. Without VSL control,  NTR

j iV E k  

is calculated 
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NTR 1
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i
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If  NTR

i cE k  , the traffic condition in the NTR lanes is free-flow speed condition, and 

 NTR

j iV E k   is 
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NTR 1
min exp , 1
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i
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If  NTR

i cE k  , under congested traffic condition, according to Liu et al. (2014; 2017) 

and  Deo et al. (2009), the following relationship can be achieved: 

      NTR NTR NTR

1 2 ...i i J iV E k V E k V E k                (46) 
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where  NTR

,i jP k  is the traffic composition of vehicle type j on segment i, and 
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A simple queue equation for estimating the queue lengths at the on-ramp which is located 

on segment i is used (Pasquale et al. 2014). 

         1i, j i, j i, j i, jw k + = w k +T d k - r k  (48) 

The on-ramp volume  ,i jr k of vehicle type j during time interval k can be estimated by 

    
   , max max

, , , ,min , ,
i j j i

i j i j i j i j

j c

w k E k
r k d k r r

T

 

 

  
  

  
 (49) 

where
max

,i jr  is the on-ramp capacity for class j. 

The outflow of vehicle type j on each segment in the NTR lanes is 

      NTR NTR NTR

, , ,i j i j i jq k k v k  (50) 

The equilibrium volume flowing out of the segment i in the NTR lanes is 

      NTR NTR NTR

,

1

J

i i, j i j

j

Eq k k q k


   (51) 

The equilibrium space-mean speed on segment i in the NTR lanes is estimated by 

      NTR NTR NTR/i i iEv k Eq k E k  (52) 

According to Bekiaris-Liberis et al. (2016), the boundary conditions in this study are 

determined, i.e., the virtual downstream density at the end of the link and the virtual 

upstream speed at the beginning of the link.  

The virtual upstream speeds at the beginning of the link in the TR and NTR lanes are 

respectively assumed by 

    TR TR

0 1v k v k  (53) 

    NTR NTR

0, 1,j jv k v k  (54) 
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The virtual downstream densities at the end of the link in the TR and NTR lanes are 

assumed as follows: 

    TR TR

1N Nk k    (55) 

    TR TR

1N NE k E k    (56) 

3.4. CTM and VSL Control 

The CTM has been adopted in many studies to develop a first-order VSL control strategy 

(Hadiuzzaman and Qiu 2013; Li et al. 2016; Han et al. 2017). However, in such research efforts, 

the control model failed to involve heavy vehicles. It has been verified that the driver behavior of 

passenger cars can be largely affected by the presence of heavy vehicles (van Lint et al. 2008). 

Moreover, the traffic flow model involving mixed traffic flows could result in more accurate and 

also better outcomes compared to that without considering mixed traffic flows. For example, Deo 

et al. (2009) and Liu et al. (2014, 2016) extended the METANET model in which the heavy 

vehicles were taken into consideration. A smaller TTT could be achieved by using the extended 

METANET model. Thus, in this study, an extended CTM involving heavy vehicles is developed. 

There are numerous on- and off-ramps or lane drops on a freeway stretch, particularly in 

the metropolitan area. During the high demand period, more than one bottleneck might be activated 

because of the ramp weaving effects, lane drops, accidents, and/or work zones. Meanwhile, several 

shock waves can be created, and vehicles are forced to slow down upstream of these bottlenecks. 

Drivers have to frequently accelerate and decelerate which may result in huge variations in 

traveling speeds. The overall operational efficiency and safety can be considerably deteriorated. If 

a VSL control is only implemented to relieve congestion and eliminate the shock wave at one 

bottleneck, even though the efficiency in the control area is improved, it may not help improve the 

overall efficiency. For example, if the maximum discharge volume of a downstream bottleneck is 

less than the controlled outflow from the upstream bottleneck, the congestion at the downstream 

bottleneck will still be formed. In this regard, a systematic VSL control framework for a freeway 

corridor with multiple bottlenecks needs to be developed. For simplicity purpose, the following 

assumptions are made: 

(1) Under free flow traffic conditions, the average speeds of trucks are less than cars’; while 

in congested traffic conditions, the trucks’ speeds equal to cars’ speeds; 

(2) Traffic flow parameters, such as the free flow speed, capacity, critical density, shock 

wave speed, and jam density, might be different at different bottlenecks, but it is assumed that 

the values of such parameters on the cells upstream of the nearest bottleneck are the same. 

To formulate the VSL control model in this section, besides the notations in the previous 

sections, the following notation is introduced. 

𝑚 ∈ 𝑴 m-th bottleneck. 

𝑄𝑚  capacity upstream of the m-th bottleneck, (pce/h/lane); 
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𝑄𝑚,𝑏  maximum discharge flow upstream the m-th bottleneck, 𝑄𝑚,𝑏 = 𝑄𝑚(1 − 𝜃𝑚) 

(pce/h/lane); 

𝜃𝑚   magnitude of the m-th capacity drop, (%); 

𝜌𝑚,𝑗𝑎𝑚  jam density upstream of the m-th bottleneck, (pce/mi/lane);  

𝜌𝑚,𝑐  critical density upstream of the m-th bottleneck, (pce/mi/lane);  

𝑤𝑚  backward shock wave speed of the m-th bottleneck, (mph); 

𝑣𝑗,𝑚,𝑓  free flow speed of vehicle type j upstream of the m-th bottleneck, (mph); 

𝜌𝑗,𝑚,jam  jam density of vehicle type j upstream of the m-th bottleneck, (veh/mi/lane); 

𝜌𝑗,𝑚,𝑐  critical density of vehicle type j upstream of the m-th bottleneck, (veh/mi/lane); 

𝐷𝑖,𝑗(𝑘)  demand function for vehicle type j on cell i during time interval k, (pce/h/lane);  

𝑆𝑖(𝑘)  supply function on cell i during time interval k, (pce/h/lane); 

𝑃𝑖,𝑗(𝑘)  Traffic composition of vehicle type j on cell i during time interval k. 

Figure 3.6 presents a freeway stretch on which there are M bottlenecks. The freeway stretch 

is divided into N cells. The m-th bottleneck which is caused due to the high traffic demands from 

the on-ramp (see Figure 3.6) is selected as an example to illustrate the CTM-based VSL control 

model in this report. The capacity upstream of the m-th bottleneck is mQ . Because of the capacity 

drop, the maximum discharge rate of m-th bottleneck is ,m bQ . 

 

FIGURE 3.6 An Illustration of a Freeway Stretch with Multiple Bottlenecks 

Some researchers have tried to incorporate the capacity drop into the classical CTM by 

changing the demand and supply functions (Lebacque 2003; Han et al. 2017) or using a 

discontinuous FD (Hadiuzzaman and Qiu 2013; Li et al. 2016). In this study, to model the capacity 
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drop phenomenon at the bottlenecks, a discontinuous FD, as shown in Figure 3.7(a), is used. Figure 

3.7(b) presents the assumed demand and supply line of the modified CTM.  

 

(a) FD with A Capacity Drop at the m-th Bottleneck 

 

(b) Demand and Supply Lines  

FIGURE 3.7 FD and the Demand and Supply Lines 

Since the traffic parameters of each vehicle type are different, in order to model mixed 

traffic flows, a combined FD needs to be developed. Assuming that there are two types of vehicles, 

a combination of the FD (with capacity drops) of the two vehicles classes is developed on the basis 

of Liu et al. (2014), as shown in Figure 3.8. In Figure. 3.8, 
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FIGURE 3.8 FD with Capacity Drops at the m-th Bottleneck for Two Vehicle Classes 
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FIGURE 3.9 Traffic Regimes for Two Vehicle Classes 

According to the density 
j

  (j=1, 2), three traffic conditions can be distinguished (see 

Figure 3.9) (Liu et al. 2014): 
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, both the two vehicles types are in 

congested traffic conditions. 

In the following parts of this section, the extended CTM for mixed traffic flows is 

developed based on the previous assumptions and discussions. According to Eq. (9), the 

equilibrium density on cell i during time interval k is calculated as follows: 
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Based on the FD in Figure 3.7(a) and demand and supply lines in Figure 3.7(b), the demand 

function for vehicle type j on cell i during time interval k with VSL control is given  

Demand function:  
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The supply function on cell i during time interval k with VSL control is defined as: 

Supply function:  
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The density of vehicle type j on cell i during time interval k+1 can be calculated by the 

following equation (Deo et al. 2009):  

             , , 1, , , ,1i j i j i j i j i j i j

i

T
k k q k q k r k s k

l
         (61) 

In Eq. (61), in order to estimate  ,i jq k , it is assumed that traffic demand of vehicle type j 

traveling from cell i to cell i+1 is proportional to the traffic composition of cell i (van Lint et 

al. 2008). The traffic composition of cell i is 
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For the first cell, the percentage of vehicle type j equals to the traffic composition of the 

demand input. By using Eq. (60), (61) and (62), the volumes of vehicle type j entering cell i+1 

from cell i during time interval k is 
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  (63) 

The equilibrium volume  iEq k that flows out of cell i during time interval k is described as 

follows: 
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   (64) 

The average space mean speed of vehicle type j on cell i during time interval k is determined 

according to the following traffic conditions. Note that it is assumed that the free flow speed 

of vehicle type j is greater than that of vehicle type j+1 (In other words, they are sorted in 

descending order). 



 

71 

(1). If 
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The average speeds of vehicle class 1 … 'j  on cell i during time interval k are 
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The average speed of vehicle type j on cell i during time interval k is estimated by 
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3.5. Connected and Autonomous Vehicles 

Typically, the methods developed and used to model CAVs can be mainly classified into 

two categories: modeling based on the modified traffic flow models (Treiber et al. 2000; Shladover 

et al. 2012; Khondaker and Kattan 2015b; Li et al. 2017) and modeling on the basis of the 

experimental data (Milanés et al. 2014; Milanés and Shladover 2014). Even though the model 

based on the real experimental data is more reliable, due to the high cost, current general 

unavailability and safety consideration, a modified traffic flow model is commonly employed by 

researchers. 

3.5.1. Intelligent Driver Model 

According to some existing studies (Khondaker and Kattan 2015b; Li et al. 2017), the 

intelligent driver model (IDM) developed by Treiber et al. (2000) is adopted to model the car-

following characteristics of CAVs. Compared with other models, only a few parameters of the 
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IDM need to be calibrated. In addition, the IDM can be used to describe both the free flow and 

congested conditions. 

In the IDM, the acceleration  a k  during time interval k can be computed by Eq. (65) and Eq. 

(66): 
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where v(k) represents the current vehicle’s speed, v0 is the desired speed,  s k denotes the gap 

distance between two vehicles in the same lane, s0 means the minimum gap distance at 

standstill, HW is headway,  v k is the speed difference between the leading vehicle and 

current vehicle, a is maximum acceleration, and b is the desired deceleration. It should be 

pointed out that the desired speed v0 equals to the VSL value  iu k  on cell i where the vehicle 

is traveling during a control time interval k (Khondaker and Kattan 2015b).  

By modifying the parameters of the IDM, such as the acceleration and deceleration rate and 

headway time, the AVs can be simulated (Kesting et al. 2008). By incorporating the V2V 

wireless communication technology, such as dedicated short-range communications (DSRC), 

into AVs, the CAVs can be modeled. The communicated data within the communication range, 

such as speed, acceleration rate, and gap distance of the immediate predecessor, can be 

obtained through the V2V (Shladover et al. 2015; Wang et al. 2016). Note that in this study, 

except for passenger cars, the other types of vehicles (e.g., trucks) are human-driven vehicles. 

An AV is formulated by adopting the IDM with its headway being smaller than the human-

driven vehicle’s. If an AV is following another AV, it uses the CAV car-following model, with 

the smallest headway. If an AV is following a human-driven vehicle, the headway that this AV 

takes will be less than that a human-driven vehicle will otherwise take (Shladover et al. 2012). 

3.5.2. Connected Autonomous Vehicles Platooning 

Among different types of CAV technologies, vehicle platooning has been drawing increasing 

attention due to its promising potential in improving operational efficiency and safety. 

Typically, two common control policies are being used in vehicle longitudinal (or platooning) 

control - the constant spacing (CS) and constant time-gap (CT) policy, and with the CT policy 

has been being favored in mixed traffics (Chen et al. 2017). In 2014, Milanés and Shladover 

tested the CACC system on the basis of the CT policy for passenger cars (Milanés and 

Shladover 2014). Currently, researchers have explored the benefits and characteristics of 

vehicle platooning (Rahman and Abdel-Aty 2017; Deng 2016; Jai and Ngoduy 2016; Bang 

and Ahn 2017; Treiber et al. 2000). For example, Rahman and Abdel-Aty (2017) evaluated the 

safety benefits of CV’s platooning. Deng (2016) analyzed the impact of heavy-duty vehicle 
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platooning on average speeds, traffic flow rate, fuel efficiency, and average number of lane 

changes. Chen et al. (2017) examined the stability of truck platooning on uphill grades. 

In the following section, vehicle’s car following behavior, such as vehicles in the platoon and 

leading autonomous vehicle, is given. 

3.5.2.1. Vehicles in the Platoon 

According to Milanés and Shladover (2014), vehicle’s car following behavior under the 

field-tested CACC of passenger cars can be approximated by the following model, in which 

cars in a platoon follow the CT: 

 1p p p pe x x HWv    (67) 

 prevp p p p d pv v k e k e    (68) 

where 
pe is the gap error of the p-th consecutive vehicle, 

1px 
is the current position of the 

preceding vehicle, 
px and

pv are the current position and speed of the subject vehicle 

respectively, HW is the current time-gap setting, and 
prevpv 

is the speed of the subject 

vehicle in the previous iteration, 
pk and dk capture the controller feedback gains to minimize 

the gap error, which are set to be 0.45pk  and 0.25dk   on the basis of field testing 

(Milanés and Shladover 2014). 

When the speed of a CACC vehicle is determined, the position of the subject vehicle is 

 prevp p px x v t    (69) 

where 
prevpx 

 is the position of the subject vehicle in the previous iteration, and t is the 

time step in the microscopic simulation that is set to be 0.1s. 

3.5.2.2. Leading Autonomous Vehicle 

The leading vehicle of each platoon is controlled by the ACC model in Milanés and 

Shladover (2014). The acceleration of the leading vehicle is modeled based on the distance 

and speed errors. 

    1 1 2 1p p p p p pa k x x HWv k v v       (70) 

where 
pa  represents the acceleration of the p-th vehicle; 1k and 2k denote the ACC model 

coefficients. The values of 1k =0.23 s-2and 2k =0.07 s-2 are used on the basis of the field 

experimental data (Milanés and Shladover 2014). 

Based on the estimated acceleration rate of the leading vehicle, its speed and position are 

updated using the following equations: 
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 prevp p pv v a t    (71) 
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     (72) 

3.5.3. Platoon Control 

According to the platoon formation strategy in Rahman and Abdel-Aty (2017), the platoon 

control framework used in this study is shown in Figure 3.10. 

The framework depicted in Figure 3.10 contains two parts – maintaining a platoon and forming 

a platoon. If a CAV is already in a platoon, and such vehicle will not change its lane. Based on 

the leading vehicle’s traveling information collected via V2V, the vehicle’s speed will be 

computed by using Eq. (67) and Eq. (68). 

 

 

FIGURE 3.10 Control Framework for CAVs to Form and Maintain Platoons 
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For the vehicles that are not in a platoon, to join a platoon, the CAV searches and identifies the 

vehicles in the adjacent left and right two lanes. The following situations are discussed: 

(1). If all the adjacent vehicles are not CAVs, the current CAV will travel as a regular AV, 

whose headway will be less than human-driven vehicles. The acceleration rate of the vehicle 

is estimated by Eq. (70). 

(2). If the current vehicle and its front vehicle are traveling in the same lane, and the front 

vehicle is a CAV, the current vehicle sets the front vehicle as the target vehicle. The current 

vehicle will follow the target vehicle with a smaller headway. If a CAV traveling in front of 

the current vehicle is not in the same lane as the current vehicle, the front CAV is set as the 

target vehicle by the current vehicle. The current vehicle changes (if possible) to the target lane 

where the target CAV is traveling and follows the target vehicle.  

(3). If a CAV platoon is traveling in the adjacent lane (either left lane or right lane) of the 

current vehicle, to join the platoon, based on the position of the current vehicle, three joining 

schemes are implemented - rear join, cut-in join, and front join (Rahman and Abdel-Aty 2017). 

The three joining schemes are depicted in Figure 3.11. After identifying a proper target vehicle, 

according to the current speed, accelerated rate, and position, the lane changing maneuver will 

be performed to join a platoon. In order to form a platoon, some CAVs need to change lane 

after they enter the freeway segment. The lane change behavior of CAVs is manipulated using 

the lane changing model of VISSIM (Rahman and Abdel-Aty 2017). 

 

 

 

 

FIGURE 3.11 Illustration of A CAV That Joins to Form a Platoon on the Freeway 
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For the vehicles in a platoon, the smallest headway is employed, i.e.,
platoon 0.6HW s , which is 

smaller than the headway of the leading vehicle of the platoon, i.e., AV 1.1HW s , as shown 

in Figure 3.12. 

 

 

FIGURE 3.12 Illustration of the Headways of CAVs 

It should be noted that the car-following model used was developed based on four cars and 

examined under the scenario of ten cars (Milanés and Shladover 2014). In addition, a larger 

number of vehicles in a platoon increases the distance between the first and last following 

vehicle, which might result in a larger response delay (Shladover et al. 2012). Thus, in this 

study, the maximum number of passenger cars in a platoon is limited to ten vehicles, and the 

minimum number of vehicles to maintain a platoon is set as 4. If the length of a platoon is 10, 

the platoon is not allowed to join. The lane changing behavior of the human-driven vehicles is 

suggested by VISSIM. The platoon control of CAVs is implemented as Dynamic Link Library 

(DLL), which is written in C++. 

3.6. VSL Control for Multiple Bottlenecks 

To the best of current knowledge, it is well noted that only a few researchers have developed 

VSL control strategies for multiple bottlenecks (Iordanidou et al. 2015; Lu et al. 2015). For 

example, Iordanidou et al. (2015) proposed the MTFC for multiple bottlenecks based on the 

local feedback theory. The most critical bottleneck was identified and employed to determine 

the overall MTFC action. Lu et al. (2015) also adopted the local feedback theory to relieve the 

congestion for a freeway corridor with multiple bottlenecks. The measured speeds at the 

bottlenecks were used to determine the speed limit values. Since the maximum discharge rate 

at each bottleneck might be different, whether or not the downstream bottleneck is able to 

receive the upstream volume which is optimized by the VSL control, can greatly determine the 

overall control performance. According to the discussions in Lu et al.’s (2015) research, the 

following five situations are discussed: 

(1). If the upstream bottleneck’s maximum discharge volume uQ equals the downstream 

bottleneck’s bottleneck capacity dQ , i.e., u dQ Q , as pointed by Lu et al. (2015), this is an 

ideal case for operation. Through a VSL control system, the congestion at each bottleneck can 

be effectively relieved. 

(2). If u dQ Q , and the cells between the upstream and downstream bottlenecks are filled up 

at a certain period, as shown in Figure 3.13(a). The critical volume of the upstream and 
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downstream bottlenecks is  critical min ,  u d dQ Q Q Q  . In this case, a constraint should be 

added to guarantee that the controlled volume  ,VSL uQ k  flowing out of the upstream 

bottleneck is less than or equal to the critical volume, i.e.,    , criticalmin ,VSL u uQ k q Q , where 

uq  is the volume that flows out of the upstream bottleneck. Under this situation, a VSL control 

system is deployed in this study, as shown in Figure 3.13(a). 

(3). If u dQ Q , but the cells between the two bottlenecks are not filled up even after a long 

period of time (see Figure 3.13(b)). In such situation, no extra constraints are needed to be 

added to the traffic volume flowing out of the upstream bottleneck. In this study, two VSL 

control systems are implemented at each bottleneck, respectively (see Figure 3.13(b)) 

(4). If u dQ Q , but the cells between the upstream and downstream bottlenecks are filled up at 

a certain period. Figure 3.13(c) depicts an example to illustrate this situation. When the traffic 

demand  ur k at the on-ramp located upstream of the downstream bottleneck is greater than

d uQ Q , a queue spillover might be formed to the upstream bottleneck. The queue further 

blocks the on-ramp vehicles. In this case, a constraint is added to control the volume flowing 

out of the upstream bottleneck, i.e.,     , min ,VSL u u d uQ k q Q r k  . Note that, such situation 

can also be addressed by using ramp metering, and the demand from the on-ramp after control 

should satisfy   min u d ur k ,Q -Q . However, the ramp metering is beyond discussion in this 

study. In this situation, a VSL system that simultaneously controls the upstream and 

downstream bottlenecks is deployed, as shown in Figure 3.13(c). 

(5). If u dQ Q , and the cells between the two bottlenecks are not filled up. Such situation is 

similar to situation 3. 

 

(a) Situation 2: u dQ Q  
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(b) Situation 3: u dQ Q  

 

(c) Situation 4: u dQ Q  

FIGURE 3.13 An Illustration of Multiple Bottlenecks under Different Conditions 

When solving real-world case studies, the above five situations should be well checked to 

determine the critical volume. Some particular scenarios might exist. In Figure 3.13(c), for 

example, if u dQ Q  and on-ramp demand  ur k is greater than zero, the critical volume will be 

 d uQ r k  under this scenario.  

3.7. Integrated Control System 

To develop an integrated control system, the V2V, V2I and I2V communication are 

incorporated into the VSL control. At a time interval k, the VSL controller predicts traffic state on 

cell i during k+1 time period using the traffic data collected through loop detectors during time 

interval k. The optimized speed limits set can be obtained by using the developed optimization 

algorithm. 

In the integrated control system, the detailed traffic data of the AVs can be collected 

through the V2I communication. The speed limits which are displayed on the VMS will be 

determined on the basis of the optimized and collected average speeds of AVs (Khondaker and 

Kattan 2015b; Hale et al. 2016). In this study, the method developed by Khondaker and Kattan 
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(2015b) is employed. The displayed speed limit on cell i during time interval k is computed using 

Eq. (73) and (74). 

       dis 1 *i i iu k k u k   (73) 
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 where  AV 1i,v k  is the collected average speeds of AVs on cell i during time interval k-

1;  dis

iu k is the displayed speed limit on cell i during time interval k;  iu k is the optimized speed 

limit on cell i during time interval k;  i k is the relative difference between the traveling speed 

and displayed speed limit. 

The speed limit information is sent to all the AVs directly through the I2V communication. 

The transmission distance is determined by the range of wireless communication media (Shladover 

et al. 2015). It is assumed that the transmission between the control signals and AV is via DSRC, 

and its communication range is about 656ft (i.e., about 200m) (Wang et al. 2016). The AVs receive 

the speed limits information, and these vehicles will pass the VSL signs at a speed in line with the 

displayed speed limit. Note that, the communication delay is not considered in this study. The 

human-driven vehicles (e.g., cars and trucks) read the speed limit information when they pass the 

VSL signs. Human-driven vehicles respond differently to the posted speed limit. Some drives may 

follow the speed limit, while others may not. However, all CAVs will follow the optimized speed 

limit homogeneously. As all the vehicles on the freeway are traveling under the updated speed 

limits, the aggregate traffic state of a cell changes accordingly. The updated traffic state data will 

then be collected and sent to the VSL controller for the next control horizon.  

3.8. Objective Function and Constraints 

To improve the operational efficiency and the level of safety for the vehicles traveling 

upstream of and at the bottlenecks, different types of objective functions have been developed 

when formulating the VSL control models. The objective functions used include minimizing TTT, 

TSV, minimizing TTD, or minimizing time to collision (TTC). Among these objective functions, 

minimizing TTT has been widely used to improve the operational efficiency at the recurrent and 

non-recurrent bottlenecks, and therefore, the TTT will be included as part of the objective function 

in this study. In addition, minimizing TSV is also accounted for in the objective function to smooth 

the speed transition. Queue forms and accumulates fast at the bottleneck when traffic demand is 

greater than the bottleneck capacity. The discharge volume at the lane drop bottleneck will be 

greatly reduced. In Figure 3.14, the traveling speeds and deceleration rate are presented. Generally, 

the speeds in the vicinity of the bottleneck are much less than the upstream speeds, and the vehicles 

traveling from the upstream might have to decelerate quickly in a very short time at some point 

(e.g., on segment i) before arriving the bottleneck. Such phenomenon can result in a very high 

deceleration rate on segment i. In summary, the speed variations between the upstream segments 

and downstream segments around the bottleneck are huge, which can significantly increase the 

possibility of rear-end collisions. In this regard, smoothing the speed transition from upstream to 

downstream and decreasing the deceleration rate should be explicitly accounted for in the VSL 
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control model. According to Yang et al. (2017), Figure 3.14(b) presents an ideal condition of the 

VSL control. With VSL control, vehicles in both the TR and NTR lanes traveling from the 

upstream can gradually slow down. A constant and low deceleration rate can be maintained before 

they arrive at the bottleneck due to the VSL control. As such, the speed variations will be 

significantly reduced and the level of safety can be greatly improved. In addition, to minimize the 

difference between the posted speed limits on each controlled segments and the speeds of cars and 

trucks, minimizing the TSD will also be included as part of the objective function in this study. 

 

(a) Speed and Deceleration Rate without VSL 

 

(b) Speed and Deceleration Rate with VSL 

FIGURE 3.14  Speed and Deceleration Rate with and without VSL Control  
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3.8.1. VSL Control for Relieving Congestion at A Lane Drop Bottleneck 

As discussed, the objective of the proposed VSL control is to minimize the travel time and the 

total speed variation for the studied freeway stretch. However, it is well noticed that the unit 

of total travel time (i.e., hours) and that of the total speed variation (i.e. miles/hour) are 

different. The two terms cannot be directly measured on the same scale. Such two terms need 

to be converted to monetary values by introducing two parameters, i.e. VTT (value of travel 

time) and VSV (value of speed variation). The objective function is presented as follows: 

min 

         1 2 0

1 1 1 1

p pT TN N

i i i N

k i k i

N i i
J wVTT T k l w VSV u k v k v k

N N


   

 
    

 
   (75) 

The first term of the objective function is the total value of travel time which is computed by 

multiplying VTT by the total travel time incurred by all vehicles within the studied freeway 

segments (including controlled segments and non-controlled segments). The total travel time 

is computed by   
1 1

pT N

i i

k i

T k l
 

  which can be used to reflect the control efficiency.  

The second part represents the total value of speed variation which is computed by the total 

speed variation times the VSV. Note that the total speed variation itself is measured by the 

difference between the speed limits (including VSL on the controlled freeway segments and 

uncontrolled speed limits upstream of the controlled segments) and real speeds on all 

controlled and uncontrolled freeway segments. The main purpose of taking the total speed 

variation into account is to harmonize the upstream speeds and speeds at the bottleneck.  

The uncontrolled segments are included in the objective function because such segments 

upstream of the controlled ones also contain many vehicles which might be more or less 

affected due to the VSL control. Note that in Eq. (75), if no VSL is implemented on segment 

i, then  i fu k v . In addition,  0v k and  Nv k are the speeds detected from the most 

upstream and downstream detectors during time interval k, respectively.  

Furthermore, 1w and 2w are introduced to reflect the trade-offs between the total value of travel 

time and total value of speed variation. It should be pointed out that the two weights may be 

dependent upon the researchers’ experience and/or engineering judgment. Different settings 

for these two weights might result in a different optimal set of VSLs using the developed 

solution methodology. However, a reasonable optimal set of VSLs can always be obtained, 

once a specific weight set is assigned for the total value of travel time and total value of speed 

variation.  

In order to guarantee the drivers’ safety, the following constraints are also introduced: 

C1: To guarantee drivers’ safety and the operating efficiency on the subject freeway segments, 

all  iu k  should be less than a maximum value but greater than a minimum value (
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 min i fv u k v   ). Hence,  iu k is a discrete value which belongs to a set V= {15, 20, 25, 30, 

35, 40, 45, 50, 55, 60, 65, 70 miles/h}.  

C2: To ensure the safety of operation of VSL control, the change in speeds between two 

consecutive time steps and two consecutive controlled segments should be limited by a pre-

specified value (i.e., 10 miles/h): 

(a): speed difference between two consecutive time steps on the same segment i 

    1 10i iu k u k    (76) 

 (b): speed difference between two consecutive control segments during the same time interval 

k 

    1 10i iu k u k   (77) 

C3: With the VSL control, the bottleneck discharge volume should be improved in that the 

discharge volume flowing out of the last controlled segment (i.e., segment N in FIGURE 3.1.) 

should be less or equal to the maximum discharge volume at the bottleneck: 

  Nq k C  (78) 

3.8.2. VSL Control for Mixed Traffic Flows 

The objective of this section is to minimize the TTT, TSV between the speed limit and the 

most upstream and most downstream speeds, and the TSD between the speed limit and 

effective speeds on the controlled segments. The objective function and constraints are given 

as follows: 

min 
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Subject to 

  min maxiv u k v   (80) 
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    1 10i iu k u k    (81) 

    1 10i iu k u k   (82) 
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   (83) 

 
 iu k is a discrete value V = {15, 20, 25, 30, 35, 40, 45, 50, 55, 60, 65, 

70 miles/h} 
(84) 

The first term of the objective function is the TTT spent by all the vehicles within the N studied 

freeway segments, which is used to ensure the efficiency of the VSL control. The second part 

is the TSV between speed limits on segment i and real speeds of vehicle type j detected from 

the most upstream and most downstream detectors. It should be noted that, for the second part 

of Eq. (79), if there is no VSL on segment i, then  iu k equals the maximum speed limit, i.e., 

70 miles/h.  0, jv k and  ,N jv k  in Eq. (77) are the speeds of vehicle type j detected from the 

most upstream and downstream detectors during time interval k, respectively. The third part is 

the TSD between the speed limit displayed on the controlled segment i and the effective speed 

on the controlled segment i. The second and the third part can be used to ensure the safe 

operations of VSL control. The uncontrolled segments are included in the objective function 

because the vehicles on such segments upstream of the controlled segments might be affected 

due to the VSL. w1, w2, and w3 are introduced to reflect the trade-offs between the TTT, TSV, 

and TSD, making the VSL control problem a multi-objective optimization problem. Different 

settings for w1, w2, and w3 might result in a different optimal speed limit set at each time 

interval. Once a specific weight set is given by the researchers for the TTT, TSV, and TSD, an 

optimal speed limit set during each control time interval on the studied freeway segment can 

be obtained and identified.   

Constraint (80) is used to guarantee the drivers’ safety as well as the operating efficiency. All 

 iu k  should be less than a predefined maximum value maxv  but greater than a predefined 

minimum value minv , i.e.  min maxiv u k v  .  

Constraint (81) and (82) ensure the safe operation of the VSL control. The change in speeds 

between two consecutive time steps on the same segment and two consecutive controlled 

segments at the same time interval should be limited by a pre-specified value (i.e. 10 miles/h).  

Constraint (83) is used to improve the bottleneck discharge volume, i.e. through the VSL 

control, the volume of effective flow that flows out of the last controlled segment at every time 

interval k should be less or equal to the maximum discharge volume of the bottleneck at time 

interval k, i.e.  disC k .  
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Only discrete speed limit can be displayed on the VMS, and the last constraint gives all the 

possible speed limit values of  iu k .,V = {15, 20, 25, 30, 35, 40, 45, 50, 55, 60, 65, 70 miles/h} 

3.8.3. VSL Control and Truck Lane Restriction 

As discussed, the objective of the combined VSL control is to minimize the TTT, TSD, and 

TSV which can be estimated by the following equations. 
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(87) 

Eq. (85) is the TTT spent by all the vehicles in the TR and NTR lanes on all the segments. The 

TTT is used to ensure the efficiency of the VSL control. 

Eq. (86) is the TSD between the speed limits and the sum of weighted speeds in the TR lanes 

and effective speeds in the NTR lanes on the controlled segment i. 

Eq. (87) is the TSV between speed limits on segment i and speeds on the most upstream and 

most downstream segments in the TR lanes and NTR lanes, respectively. For Eq. (86) and Eq. 

(87), if there is no VSL on segment i,  iu k equals the maximum speed limit, i.e., 70 mi/h. 

 TR

1
v k and  TR

N
v k  in (87) are the speeds on the first and most downstream segments during time 

interval k in the TR lanes.  NTR

1
Ev k and  NTR

N
Ev k  in (87) are the equilibrium speeds on the first 

and last segments during time interval k in the NTR lanes, respectively. 

According to Eq. (85) – Eq. (87), the following objective function is used 

min 
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Subject to  
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  min maxiv u k v   (89) 

    1 10i iu k u k    (90) 

    1 10i iu k u k   (91) 

      TR TR NTR NTR

bottleneckN N N N N bq k q k Eq k Q      (92) 

 iu k is a discrete value,  iu k V , 

V = {15, 20, 25, 30, 35, 40, 45, 50, 55, 60, 65, 70 miles/h} 

In Eq. (88), NOTTT , NOTSD , and NOTSV  are the TTT, TSD, and TSV without VSL control, 

respectively. The uncontrolled segments (i.e., from segment 1 to segment
c

N N in this study) 

are also included. w1, w2, and w3 are introduced to reflect the trade-off between the TTT, TSD, 

and TSV.  

3.8.4. VSL Control in a CAV Environment 

In order to efficiently improve the mobility and suppress shock waves for the freeway with 

multiple bottlenecks, more than one VSL control system might need to be implemented. For 

convenience of illustration, the notations related to the VSL control systems are given as 

follows: Let the total number of VSL control systems implemented on the selected freeway 

stretch be S . In the s-th VSL control system, the number of cells is
s

N , and
1

S

s

s

N N


 . 

Suppose that cell i is in the s-th VSL control system, 
1s s

vsl i vsl


   , and 

1 2s s
vsl N N N   ... . 

As the main indicator for evaluating the operational efficiency, minimizing TTT spent by all 

types of vehicles in a highway network has been widely adopted when developing a VSL 

control strategy, which is also included as a part of the objective function in this study to ensure 

the overall efficiency. Furthermore, to smooth the speed transmission from the most upstream 

to the most downstream cell and decrease the deceleration rate in a VSL control system (Yang 

et al. 2017), minimizing TSV is also explicitly accounted for in this study. The objective 

function and constraints are given as follows. 

  



 

86 

min 

 

 

     

    

1

1

1

1 1 1

1
2

1 1 1 1

21

1

1

p

p s

s

ss

s s

T N J

i j i

k i j

T vslJ S
s s

i vsl j vsl j

j k s i vsl s s

S

vsl

s

vsl

w T k l

vsl i i vsl
w u k v k v k

N N

u k u k

J 





  



    







   
    

   









 



,

, .
 (93) 

Subject to 

  min maxiv u k v   (94) 

    1 10i iu k u k    (95) 

    1 10i iu k u k  , 
1

and 1
s s

vsl i i vsl


    (96) 

 iu k V ,V= {15, 20, 25, 30, 35, 40, 45, 50, 55, 60, 65, 70 mph} 

The first term of the objective function is the TTT spent by all types of vehicles on the studied 

freeway corridor. The second term is the speed variation between speed limits on cell i and the 

traveling speeds of vehicle type j on the most upstream and most downstream cells of the s-th 

control system. The third term is a penalty function used to ensure that the speed differences 

between two consecutive cells that are not in a same VSL control system will not be too large 

so that the safe operation of the overall VSL control can be guaranteed. Note that, in Eq. (93), 

if no VSL is implemented on cell i, then   , ,i j m fu k v . In the objective function, w1 and w2 are 

introduced to reflect the trade-offs between the TTT and TSV.  

3.9. Summary 

This chapter describes the VSL control models used in this study. Based on the METANET 

and CTM models, the VSL control models for mixed traffic flows are developed. In addition, the 

car-following models (including the IDM and PATH models) of the CAV are presented in this 

chapter as well. Different objective functions are formulated for different VSL control strategies 

to improve the operational efficiency and safety.  
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Chapter 4. Proposed Solution Algorithms 

4.1. Introduction 

Typically, the VSL control is formulated as a discrete-time constrained non-linear optimal 

control problem. The formulated optimal control problems relying on the macroscopic second-

order (e.g., METANET) and first-order mode (e.g., CTM) are often nonlinear and nonconvex, 

which are hard to solve (Pasquale et al. 2016). In order to efficiently solve these problems, some 

solution algorithms (including feasible direction algorithm (FDA) and SQP algorithm) have been 

adopted. One of the approaches is the AMOC which was developed based on the FDA (Carlson et 

al. 2010a, 2010b; Roncoli et al. 2015; Pasquale et al. 2015; Kotsialos et al. 2002, 2004). Such 

approach can be used to solve the control problem efficiently even for complicated ones. For 

example, the AMOC was employed in Carlson et al. (2010b), in which a large-scale motorway 

network was used and tested. Pasquale et al. (2015) adopted the AMOC to solve a complicated 

problem. Two types of vehicles were considered, and the objective was to reduce freeway 

emissions and congestion. In addition, Hegyi et al. (2005) proved that the SQP could help achieve 

good quality solutions for such problems as well. However, both the FDA and SQP belong to the 

gradient-based algorithms. Even though the gradient-based algorithms are efficient for solving 

nonlinear optimization, such algorithms might be time-consuming or sometimes cannot even 

obtain feasible solutions if the objective function is not differentiable or is actually discontinuous 

(Pasquale et al. 2016). Thus, the derivative-free optimization algorithms (e.g., GA and TS), which 

have been adopted in many transportation research fields, such as transit network optimization 

(Fan and Machemehl 2006; Fan and Machemehl 2008), decision on congestion pricing (Fan and 

Gurmu 2014), and calibration of microscopic traffic simulation models (Yu and Fan 2017), can 

also be used to solve such control problems. Some researchers have already developed, tested and 

compared the derivative-free algorithms with the FDA. For instance, Pasquale et al. (2016) 

compared the solution quality of SA and global optimization (GO) algorithm with the FDA. The 

comparison results demonstrated that the gradient-free algorithms provided good quality but less 

efficient solutions, and the FDA computed efficient solutions but with long implementation time. 

In this chapter, because of the discrete speed limit values during every control time period, 

discrete optimization algorithms are adopted to solve the VSL control models that have been 

developed in chapter 3. Since the SQP has been used and verified by Hegyi et al. (2005) which 

could help achieve acceptable solutions, the SQP is chosen as the benchmark to examine the 

solution quality of the proposed discrete optimization algorithms used in this research. Two 

heuristic algorithms, i.e., TS algorithm and GA, are used and presented in this chapter.  

This rest of this chapter is organized as follows. Section 4.2 presents the SQP-based 

solution framework for the VSL control. Section 4.3 describes how tabu search algorithm is 

adopted to solve the VSL control. Section 4.4 shows the genetic algorithm based solution 

framework for the VSL control. Finally, in section 4.5, a summary concludes this chapter. 

4.2. Sequential Quadratic Programming (SQP) 

SQP is one of the most successful numerical solution methods for the constrained nonlinear 

optimization problems. The method generates steps by solving quadratic sub-problems. SQP is 
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appropriate for solving small and large problems and is well-suited to solving problems with 

significant nonlinearities. 

The SQP aims to solve the nonlinear programming problem 

 min J u  

subject to 

  0u   

  0u   

where u is the vector of optimization variables,  J u  means the objective function,  u  

denotes the vector of nonlinear equality constraints, and  u  represents the vector of nonlinear 

inequality constraints. 

The SQP algorithm can be viewed as a generalization of Newton’s method for 

unconstrained optimization in that it finds a step away from the current point by minimizing a 

quadratic model of the problem. Several software packages including MATLAB are based on this 

algorithm. The SQP algorithm replaces the objective function with the quadratic approximation 

   21
,

2

T T

k xx k kf x d d L x d    and replaces the constrained functions by linear approximations. 

The detailed information about the SQP algorithm can be referred to Fletcher (2007). The flow 

chart of the SQP is shown in Figure 4.1. It should be noted that the solutions achieved by the SQP 

might not be discrete values for the VSL control problems. Therefore, such speed limit solutions 

are rounded to nearest five so that the solutions/values achieved can be displayed on the variable 

message signs in the real world. 
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FIGURE 4.1 SQP Based Solution Framework for the VSL Control 

4.3. Tabu Search Algorithm 

The introduction and formulation of the tabu search method draw mainly on the theoretical 

work from Glover (Glover 1986; Glover 1990). Tabu search explores the new solutions by moving 

from one solution to another with the best objective function in its neighborhood at each iteration. 

The process should continue until the stopping criterion has been satisfied. Moreover, Tabu search 

memorizes a list of tabu candidate solutions. These candidate solutions will not be repeated in the 

subsequent iterations and the list will be updated at each iteration. The new candidate solution is 
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accepted if it has not previously been memorized as tabu or even if it is an undesirable candidate 

solution.  

Let the set S(x) define a “neighborhood function” which consists of the moves from the 

current solution to a next trial solution. Let T denote a subset of S which contains elements that are 

called “tabu moves”. “OPTIMUM” denotes the objective function evaluator. On the basis of the 

work by Glover (1989), a procedure of TS can be described as follows: 

Step 1. Select an initial x X  and let * :x x .  

Set the iteration counter 0k    

Begin with T   . 

Step 2. If  S x T is empty, go to step 4.  

Otherwise, set : 1k k    

Select  ks S x T  such that       :ks x OPTIMUM s x s S x T   . 

Step 3. Let  : kx s x .  

If    *c x c x , where *x denotes the best solution currently found, let * :x x . 

Step 4. If the number of iterations k has reached the maximum number of iterations or since 
*x was last  

improved, or if  S x T   upon reaching this step directly from Step 2, stop.  

Otherwise, update T  and return to Step 2. 

The advantage of TS is in its incorporation of adaptive memory and responsive exploration. 

It explores local minima and at the same time, and it has a strategy to explore new areas of solution 

space. 

Tabu search is employed as the candidate solution technique to solve the VSL control 

problems because it has been proven to have the capability of providing a robust search as well as 

a near optimal solution in a reasonable time in other transportation fields (Fan and Machemehl 

2008). A systematic description of the tabu search-based implementation model for the VSL 

control strategy is presented in the following sections. 

4.3.1. Solution Representation 

At any time interval k, the total number of freeway segments is N, and the number of segments 

with VSL is cN . A candidate set of VSL controls during time interval k on the controlled 
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segments can be represented by        1 ... ...
cN N i NU k u k u k u k 

    , where  iu k denotes 

the value of speed limit on the i-th freeway segment with VSL control during time interval k. 

4.3.2. Initial Solution 

When the time interval k equals 1, the initial solution for the tabu search algorithm is set as the 

free flow speed  initial 1 [ , ,..., ]

c

f f f

N

U v v v . Based on this initial solution, the optimal VSL 

solution set  optimal 1U will be obtained during the first time interval. At the second time 

interval, this optimal VSL solution set  optimal 1U will be used and set as another initial solution

 initial 2U , which will be used again to obtain the optimal VSL solution set  optimal 2U , and so 

on. In short,  optimalU k , the optimal VSL solution set during each following time interval k, is 

always obtained based on the  initialU k that is equal to  optimal 1U k  , the optimal VSL solution 

set during previous time interval k-1. 

4.3.3. Neighborhood Structure 

It should be noted that how the neighborhood is defined might affect the solution of VSL 

control, and that only discrete speed limit values can be displayed (e.g., 65 miles/h, 50 miles/h, 

or 45 miles/h). As such, the move distance for the tabu search is set as 5 miles/h or -5 miles/h. 

The neighborhood of a feasible speed limit set for the VSL control is obtained by adding the 

move distance (i.e., 5 miles/h or -5 miles/h) to any of the speed limits in the VSL solution set. 

Meanwhile, the new solutions in the neighborhood which are obtained by making such moves 

must satisfy all the constraints as specified in Eq. (3.7) and (3.8). For example, at time interval 

k-1, the optimal speed limit set is (60, 55, …, 35, 25). By adding the move distance, the 

neighborhood of a feasible speed limit set for the VSL control at time interval k is obtained 

with respect to constraints, i.e., C1 and C2. An example of the new first five feasible solutions 

in the neighborhood at time interval k is 

60 50 30 20

60 60 25 20

70 60 40 35

65 55 35 25

55 50 45 35

 
 
 
 
 
 
 
 

, , ..., ,

, , ..., ,

, , ..., ,

, , ..., ,

, , ..., ,

. 

4.3.4. Moves and Tabu Status 

At the beginning of the tabu search, i.e., iteration=1, no move is tabu. When the iteration is 

greater than 1, the best non-tabu move will be executed, or a tabu move that generates a better 

solution will also be implemented. Once a move is performed, the reverse move will be 

declared tabu.  



 

93 

Figure 4.2 depicts a flow chart that provides the tabu search-based solution framework for the 

VSL control strategy. The VSL control system consists of four main steps: data collection, 

traffic state prediction (by using METANET), optimizing variable speed limits (tabu search 

algorithm), and implementing the optimal speed limits (Yang et al. 2017). The real-time traffic 

state (e.g., flow, speed and density), will be collected by running simulations using VISSIM. 

Based on the current traffic state, the METANET model is used to predict the traffic state with 

respect to the speed limit scheme set (either initialized or optimized in the neighborhood). At 

the same time, the objective function will be calculated. The local optima will be updated at 

each iteration. The tabu search algorithm will not stop until the stopping criterion is satisfied. 

The optimal speed limit scheme will be saved. A MATLAB application program is developed 

to feed the optimal speed limit values to VISSIM through the component object model (COM) 

interface. Furthermore, the VSL control strategy should be developed using several simulation 

runs in order to best simulate and represent different traffic conditions in the real world. The 

maximum number of simulation runs (i.e., Max_Simulation in Figure 4.2) equals to 10. After 

running all the simulations, the average speed limits and traffic state data will be calculated. In 

addition, MATLAB is chosen as the implementation language in this study. 
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FIGURE 4.2 A Tabu Search Based Solution Framework for the VSL Control 
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4.4. Genetic Algorithm 

GA is a well-known metaheuristic search algorithm for solving constrained or 

unconstrained optimization problems, which is developed based on biological evolution. GA can 

help to obtain a near-optimal solution in a reasonable amount of time in the transportation fields, 

such as network design problems (Fan and Machemehl 2006; Fan and Gurmu 2014) and 

microscopic traffic simulation model calibration problems (Cheu et al. 1998). The population in 

GA is evolved by selection, crossover, and mutation. Generally speaking, the GA starts from a 

random population set, and the objective function value of each individual in the population is 

evaluated. Not only does GA help to get the optimal speed limit set during the control time period, 

but it also provides the optimal solutions in terms of discrete speed limit values. As a result, GA 

is used to optimize the objective function of the VSL control in this study. 

The developed VSL control strategy is formulated as a constrained discrete time dynamic 

optimal control problem which will be optimized by the GA. A systematic description for the GA-

based VSL control strategy is shown as follows: At any time interval k, the total number of freeway 

segment is N, and Nc freeway segments are controlled with VSL. Note that several uncontrolled 

segments (the number of uncontrolled segments is N-Nc) are also included in the VSL model, 

which are located upstream of the controlled segments. The candidate speed limit set on the 

controlled segments at time interval k can be represented by 

        1 ,..., ,...,
cN N i NU k u k u k u k  , where  iu k  is the speed limit value on the i-th segment 

with VSL at time interval k. Suppose that at time interval k-1, the optimal VSL solution set is

 optimal
1U k  . The new population of GA (i.e. candidate set of VSL controls on the controlled 

segments) at time interval k is generated on the basis of  optimal
1U k   with respect to the constraint. 

To optimize the objective function, the decision variables should be encoded into a binary string 

meeting the desirable required precision. In this study, the speed limit set V= {15, 20,…, 65, 70} 

is converted to a new data set Vnew={3, 4,…, 13, 14} by dividing it by 5. The required precision is 

one place after the decimal point. Based on the new data set Vnew, the minimum required number 

of bits mi for representing a speed limit variable in GA is 7 which can be calculated by equation 

2m
i
-1-1< (14-3)*10<2m

i-1 (Fan and Gurmu 2014). After the objective function is optimized, the 

optimal speed limit set  optimal
U k  at time interval k which is used for VISSIM simulation can be 

achieved as the optimized solution set (obtained based on Vnew, and non-integer solutions are 

rounded to integer solutions) times 5. For example, at time interval k-1, the optimal speed limit set 

is (60, 55, …, 35, 25), an example of the new first five population of GA at time interval k is shown 

in Figure 4.3. A chromosome of the speed limit set at time interval k on all controlled segments 

should be formed which represents a possible optimal solution when adopting the GA. The number 

of segments with VSL control is Nc, and therefore, Nc decision variables are involved in the GA 

procedure at each time interval k. Figure 4.3 shows the chromosome structure for the speed limit 

set on the controlled freeway segment at time interval k for the first five populations.  
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FIGURE 4.3 Illustration of GA Procedure and the Proposed Chromosome Structure at Time Interval k  

Typically, VSL control system includes four steps: data collection, traffic state prediction, 

optimizing variable speed limit, and implementing the optimal speed limits (Yang et al. 2017). 

Figure 4.4 presents the GA based optimization process for the developed VSL control strategy. 

The four steps are stated as follows. 

• Data collection: Using the detectors installed on the freeway in VISSIM, the average 

traffic data on each cell (such as flow, speed, and density at the current time interval) are 

collected. 

• Traffic state prediction: The modified METANET or CTM is used to estimate the traffic 

state on the selected freeway cells during the next control horizon by using the collected 

traffic data of each vehicle type.  

• Optimization process: According to the predicted traffic data (with respect to different 

speed limit sets), the objective function value will be computed. A set of speed limits are 

initialized randomly. The objective function value of each individual in the population is 

evaluated. Based on the objective function values, a new population is selected with respect 

to the probability distribution. By using the mutation and crossover operators, the new 

population can be generated. Once one of the stopping criteria is met, the current best 

solution is saved and used as the optimal solution. Note that two stopping criteria are used 

for GA: the maximum number of generations (i.e., 1000) and the average relative change 

(between the best objective function value at the current iteration and that has been 

achieved up to the current iteration) is less than or equal to 10-6. The best speed limit set 

at the current generation is selected for parenthood to conduct crossover and mutation. The 

GA module is developed by using MATLAB. 

• VISSIM simulation: The desired speed distribution in VISSIM is used to reflect the VSL. 

The displayed speed limit set will be sent to VISSIM and used for simulation by MATLAB. 

The updated simulation results will be collected and saved. The VISSIM simulation is run 

with different random seeds to represent different traffic conditions.  



 

97 

 

FIGURE 4.4 A Genetic Algorithm Based Solution Framework for the VSL Control 
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4.5. Summary 

This chapter focuses on the introduction of proposed solution algorithms for VSL control 

strategies. The methodology includes the SQP, TS, and GA. The SQP is selected as the benchmark 

to examine the solution quality of the TS and GA. Detailed infortation about the TS and GA are 

described. The solution frameworks for the VSL control of the three algorithms are presented.  
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Chapter 5. Case Studies 

5.1. Introduction 

This chapter presents case studies that are designed and used used in this report. The case 

studies include two hypothetical freeway corridors and one real-world freeway stretch. The chapter 

is organized as follows. Section 5.2 describes hypothetical freeway corridors, including the number 

of lanes, freeway mainline demand, on-ramp demand, and truck percentage invovled. Section 5.3 

shows the detailed information about the real-world case study collected from PeMS. Finally, in 

section 5.4, a summary concludes this chapter. 

5.2. Hypothetical Freeway Segment 

5.2.1. Case Study for VSL Control at a Lane Drop Bottleneck 

A hypothetical three-lane (i.e., 3  ) freeway of 6.5 miles, as presented in Figure 5.1, is 

designed and used. The freeway is divided into seven segments (L1-L7). The last segment L7 

contains an acceleration area, where vehicles can accelerate to merge with the main traffic on 

the freeway. One on-ramp and one off-ramp are on segment 4 (L4), respectively. The demand 

profiles are shown in Figure 5.2. The first figure in Figure 5.2 shows the demand profiles for 

mainstream input  Dq k , and the second is the demand profiles for the on-ramp segment. The 

simulation time is 2.5 hours, which includes a 0.5-hour warm-up time. The percentage of the 

mainstream flow that leaves the freeway at the off-ramp is set to be 2%.  

 

FIGURE 5.1 Hypothetical Freeway Stretch with One On-ramp and Off-ramp 
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FIGURE 5.2 Demand Profiles 

5.2.2. Case Study for VSL Control and Mixed Traffic Flows 

Figure 5.3 presents a hypothetical freeway stretch with three lanes (i.e., 
i

 =3), one on-ramp, 

and one off-ramp. One out of three through lanes is closed. During peak hours, severe 

congestion may be caused due to the lane drop. The entire freeway stretch is divided into seven 

segments, as shown in Figure 5.4, from L1 to L7. An acceleration area is contained in the last 

segment (i.e., L7), where the vehicles that flow out of the control area can accelerate and merge 

to the main lane. The total number of studied segments in this study is six (from L1 to L6), i.e., 

N=6. The length of each of the six studied freeway segments is 1 mile. Five VSLs are 

implemented for the variable speed limit control on the freeway segment from L2 to L6 (i.e., 

Nc=5). The first segment is uncontrolled. Since vehicles on the first segment might be affected 

due to the VSL control on L2 to L6, this uncontrolled segment is still included in the study. The 

position of detectors and VSL signs are also illustrated in Figure 5.3. 
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FIGURE 5.3 Case Study and VSL Signs 

The demand profile for the mainstream input is depicted in the first figure in Figure 5.2. Two 

types of vehicles (i.e., J=2) travel on the selected freeway segments, 90% of which are 

passenger cars (i.e., 
car

 =90%) and 10% are trucks (i.e., 
truck

 =10%). The demand profile for 

the on-ramp with 100% passenger cars is given in Figure 5.2. The percentage of the mainstream 

flow that leaves the freeway at the off-ramp is set to be 2%. No trucks leave the freeway at the 

off-ramp.  

5.2.3. Case Study for VSL Control and Truck Lane Restriction Policy 

A hypothetical freeway stretch is depicted in Figure 5.4. The entire freeway is divided into 

seven segments. According to Carlson et al. (2011), the last segment (i.e., L7 in Figure 5.4) is 

the acceleration segment, where vehicles flowing out of the control area can accelerate and 

merge to the main lane. The freeway stretch has four lanes ( i =4, i=1, 2, 3, 4, 5, 6), one on-

ramp, and one off-ramp. A lane is closed halfway of the 7th segment, as shown in Figure 5.4. 

Such a lane drop can lead to severe congestion during peak hours. The number of studied 

segments is 6 (N=6), i.e., L1 to L6. The length of the six studied segments is 1 mile (i.e., li=1 

mile). The number of segments with VSL control is 5 (Nc=5), i.e., L2 to L6. There is no VSL 

control on segment L1, but the vehicles and their associated travel time on the first segment are 

explicitly accounted for in the control model. The truck lane restriction policy is implemented 

on the freeway corridor.  

The demand profiles for the mainstream input are given in Figure 5.5. There are two (J=2) 

types of vehicles traveling on the freeway stretch. The percentage of cars is 90% (i.e. 
car



=90%) and the percentage of trucks is 10% (i.e. 
truck

 =10%). The demand profiles for the on-

ramp with 90% cars and 10% trucks are shown in Figure 5.5. The percentage of the mainstream 

traffic that leaves the freeway for both cars and trucks at the off-ramp is set to be 2%. In 

addition, a limit of 50 cars and 5 trucks is imposed for the on-ramp (Pasquale et al. 2015). 
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FIGURE 5.4 A Hypothetical Freeway Stretch with One On-Ramp and Off-Ramp 

 

FIGURE 5.5 Demand Profiles 

5.3. Real World Freeway Segment 

A real-world freeway corridor is selected, which is located in the Interstate 5 (I-5) in Los Angle, 

California, as shown in Figure 5.6(a). The studying period is from 5:30 am to 9:00 am on 

weekdays. The first 30 minutes is used as the warm-up time in VISSIM. The field data is 
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aggregated into 5-min counts. The length of the selected freeway corridor is about 5 miles. 

There are 9 on-ramps and 7 off-ramps along the case study. Such freeway is a mixed-flow 

stretch. The number of cars and trucks were recorded in the PeMS database 

(http://pems.dot.ca.gov/), and the percentage of trucks and passenger cars varied by time of 

day. The presence of trucks is represented by a percentage of the total number of vehicles every 

5 minutes and is entered into VISSIM as the demand input. The truck percentage during the 

study period is presented in Figure 5.6(b).  

 

 

(a) Map of the Case Study 

http://pems.dot.ca.gov/
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(b) Truck Percentage vs. Study Period 

FIGURE 5.6 (a) Map of the Case Study from PeMS; and (b) Truck Percentage vs. Study Period 

5.4. Summary 

This chapter focuses on describing the case studies (including the hypothetical and real-

world freeway corridors) developed and used in this report. The detailed information (e.g., truck 

percentage, mainline demand profiles, the implementation of variable message signs, and on-ramp 

and off-ramp demand) about these case studies is presented. 

 



 

106 

Chapter 6. Calibration of Microscopic Traffic Simulation Models 

Using Metaheuristic Algorithms 

6.1. Introduction 

Due to the cost effectiveness, risk-free, and high-speed benefits (Ciuffo et al. 2008), 

microscopic traffic simulation has been widely used in transportation planning, design, and 

analysis. In recent years, the microscopic approach has also been given more importance in traffic 

operations and safety studies. Many microscopic simulation models (such as VISSIM, CORSIM, 

and SUMO) have been widely used. In these simulation models, there are independent parameters 

that are used to describe traffic flow characteristics (e.g., driver behavior and traffic control 

operations). Even though these microscopic simulation models provide default values for these 

parameters, simulation under default values often produces unreliable results. Users often have to 

fine-tune the values so that traffic conditions of real case studies can be accurately represented. 

Therefore, the parameters of microscopic simulation models need to be calibrated and validated. 

Model calibration plays a crucial role in minimizing the differences between the simulation results 

and corresponding field measurements, such as traffic volumes, speed, and travel time. 

To obtain a close match between the observed and simulated traffic measurements, one has 

to perform a proper calibration of microscopic traffic simulation model parameters. Because there 

are a large number of unknown parameters involved, the calibration process can be a time-

consuming and complex task. As a result, such a calibration process has been formulated as an 

optimization model in which a huge search space exists due to a wide range of each relevant model 

parameters. The optimal set of parameters is solved and obtained so that the objective function can 

be minimized (Ciuffo et al. 2008; Ma et al. 2007; Kim et al. 2005; Ma and Abdulhai 2002; Park 

and Qi 2005; Lee and Ozbay 2009; Hourdakis et al. 2003; Chiappone et al. 2016; Menneni et al. 

2008; Abdalhap and Baker 2014; Paz et al. 2015; Hale et al. 2015). However, such optimization 

process typically does not have gradient information to assist the search for an optimum solution 

(Ma et al. 2007; Hourdakis et al. 2003). Researchers cannot directly apply mathematical 

programming methods, and therefore metaheuristic methods (such as the GA), SPSA, or IA, are 

used to search for optimal parameter values.  

Among these algorithms, GA has been widely used due to its easy implementation and 

good performance in calibration and optimization (Ma et al. 2007; Kim et al. 2005; Ma and 

Abdulhai 2002; Park and Qi 2005; Chiappone et al. 2016; Menneni et al. 2008; Abdalhap and 

Baker 2014; Paz et al. 2015; Fan and Gurmu 2014; Fan and Machemehl 2006; Fan and Machemehl 

2004). However, other algorithms, such as TS method, may also provide an effective solution to 

the calibration problem. TS has been widely applied in many fields since it was first proposed by 

Glover in 1977 (Glover 1986). It has been successfully used to obtain optimal or sub-optimal 

solutions to problems, such as the traveling sales person, timetabling and layout optimization, and 

transit route network optimization (Fan and Machemehl 2008).  

To the best of current knowledge, the authors of this study have noticed that the TS has 

rarely been used for the calibration of microscopic simulation model parameters. Furthermore, all 

these research efforts have used one algorithm to calibrate the microscopic simulation models. 

However, it is believed that the warm start method (using the solutions obtained from one 
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algorithm as a starting point for another algorithm) will have superior performance compared to 

using a single algorithm alone (Fan et al. 2008). As such, this study attempts to use TS to calibrate 

the parameters of the microscopic traffic simulation model (i.e., VISSIM) with a real-world 

freeway case. At the same time, GA works as a baseline comparison because GA can obtain an 

acceptable calibration result which has been proven by many researchers (Ma et al. 2007; Ma and 

Abdulhai 2002). Perhaps the most significant contribution of this chapter is to introduce the warm 

start concepts and use the warm start methods for the first time for calibration. In particular, GA, 

TS, and a combination of the GA and TS (including both warmed GA and warmed TS methods) 

are implemented to calibrate the microscopic traffic simulation models. Particular attention is 

given to the algorithm comparisons and warm start component. To implement this process, the 

existing GA tool in MATLAB is used, and new TS tools algorithms are developed and 

implemented in MATLAB for calibration. The optimization techniques are used and attached to 

VISSIM 7.0 via COM interface so that the data can transfer between MATLAB and VISSIM. The 

calibration results of GA, TS, warmed GA, and warmed TS methods are then evaluated, compared 

and discussed. 

The rest of this chapter is organized as follows: Section 6.2 discusses the calibration 

methods in which the objective function is given first and the GA and TS methods are then 

introduced. The VISSIM calibration parameters are also described. Section 6.3 provides a case 

study to illustrate the calibration framework, and the simulation and calibration results are also 

discussed in detail. Finally, a summary concludes this chapter in section 6.6. 

6.2. Calibration Methods 

6.2.1. Objective Function 

Calibration of a microscopic traffic simulation model is the process aimed at defining or fine-

tuning the values of the parameters of the model so that the discrepancy between observed and 

simulated traffic measurement is minimum. In this regard, the general optimization framework 

is formulated as follows. 

 obs simmin ,f M M  

Subject to the constraints: 

i iil u   , i=1…n 

Where 

i = the vectors of continuous variable (i.e. model parameters to be calibrated). 

 .f = Objective function (or fitness function). 

obsM , simM = Observed and simulated traffic measurements. 

i
l , 

i
u  = The respective lower and upper bounds of model parameter i  . 
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n= number of variables. 

In this study, the objective function, Mean Absolute Normalized Error (MANE) (Ciuffo and 

Punzo 2009; Hollander and Liu 2008), is provided by Eq. (1). The calibration problem using 

the flow and speed data as performance measures is formulated as follows: 

Minimize  
obs, sim, obs, sim,

1 obs, obs,

1
,

N
j j j j

j j j

q q v v
MANE q v

N q v

  
  
 
 

     (1) 

Where 

obs, jq ,
obs, jv = actual flow and speed for a given time period j . 

sim, jq ,
sim, jv = simulated flow and speed for a given time period j . 

N = total number of observations. 

To solve the optimization problem based on the objective function as presented above, 

different solution methods are developed in this study. The GA and TS algorithm method are 

briefly described, followed by the discussion of the VISSIM calibration parameters. 

6.2.2. Genetic Algorithm 

The GA is inspired by the concept of biological evolution. Its population is evolved by 

selection, crossover and mutation. Selection is applied so that better solutions have higher 

probabilities of being used in producing new populations (solutions). Crossover and mutation 

are applied to generate new solutions. The GA starts from a random population set and 

evaluates candidate solutions at every generation. The GA has been shown to obtain near-

global optima when calibrating parameters in the microscopic traffic simulation models. Figure 

6.1 shows the GA calibration process. 
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Initialization

 Generate a random set of parameters

 Set generation=0

Simulator

(RUN VISSIM)

Compute the Objective 

Function Value

Keep the Best Solution

Generation<Max_Gen?

Update the Best Solution

NO

Selection

YES

Crossover

Mutation

Observed Data

Generation++

 

 

FIGURE 6.1 GA Calibration Process 

6.2.3. Tabu Search 

TS was originally used to solve discrete optimization problems. However, in this study, the 

parameters are all continuous. According to the algorithm in Glover (1990), an implementation 

of continuous domain problems is proposed. For each continuous parameter, there are two 

moves: move and anti-move. Move is adding a small amount (called move distance), while 

anti-move is subtracting a small amount (anti-move distance).  

Move distance and anti-move distance of the i-th parameter are defined as: 
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Move Distance:  , , *m i m i i iD a u l  , 
,0 1m ia  , i=1…n. 

Anti-Move Distance:  , , *anti m i anti m i i iD b u l   , 
,1 0anti m ib    , i=1…n. 

Where 

,m ia , 
,anti m ib 

= move distance weight and anti-move distance weight of the i-th parameter.  

il , iu = the lower and upper bounds of the i-th parameter. 

n= the number of parameters. 

After a move and anti-move, the neighborhood will be generated whose size will be twice the 

number of initial solutions. Figure 6.2 presents the flow chart of TS. 
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NO

YES
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FIGURE 6.2 TS Calibration Process 
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6.2.4. VISSIM Calibration Parameters 

VISSIM attempts to capture the physical and the human components of traffic, which is 

developed according to the Wideman model (Yu and Fan 2017). The Wideman model was 

based on a psychophysical car following model. The basic concept of the car-following model 

is that drivers of faster-moving vehicles are sensitive to the changes in distance and speed of 

slower moving vehicles in front of them (Brackstone and Liu 2008). 

A variety of user-controlled parameters are included by VISSIM, which are often difficult to 

collect on the field and have to be calibrated.  Driver behavior parameters and vehicle 

performance parameters are the two general calibration parameters in VISSIM. Driver 

behavior parameters, which include car-following and lane-change parameters, have been 

considered in many studies. In this study, car-following parameters which can significantly 

affect the simulation flows are selected and used as the candidate calibration variables in this 

study. Based on Lowners and Machemehl (2006), CC0-CC5 and CC7 are selected. Detail 

information about the sensitivity results can be found in Lownes and Machemehl (2006). The 

selected car-following parameters and their VISSIM code, their corresponding descriptions in 

VISSIM, feasible ranges, and units are shown in Table 6.1. 

TABLE 6-1 Car-following Parameters in VISSIM 

VISSIM 

Code 
Description 

Feasible Range 

(Min.~ Max.) 
Unit 

CC0 

Standstill distance: Desired distance 

between lead and following vehicle at v = 0 

mph 

2~10 ft 

CC1 
Headway Time: Desired time in seconds 

between lead and following vehicle 
0.5~1.5 sec 

CC2 
Following Variation: Additional distance 

over safety distance that a vehicle requires 
5~20 ft 

CC3 

Threshold for Entering ‘Following’ State: 

Time in seconds before a vehicle starts to 

decelerate to reach safety distance (negative) 

-15 ~ -4 sec 

CC4 

Negative ‘Following’ Threshold: Specifies 

variation in speed between lead and 

following vehicle 

-2 ~ -0.1  ft/s 

CC5 

Positive ‘Following Threshold’: Specifies 

variation in speed between lead and 

following vehicle 

0.1 ~ 2 ft/s 

CC7 
Oscillation Acceleration: Acceleration 

during the oscillation process 
0.5~1.5 ft/s2 
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6.3. Numerical Results 

6.3.1. Freeway Segment 

Data were obtained from a portion of the I-5 freeway in the city of Los Angles, California, as 

shown in Figure 6.3(a). It should be noted that this freeway segment is used to show as an 

example to illustrate and test the calibration methods developed in this chapter which is 

different from the case study shown in Figure 5.6. The study period spans 1 hour of the a.m. 

peak, from 7:30 to 8:30 a.m. on October 19, 2016, and the field traffic data (i.e., flow and 

speed) are aggregated into 5-min counts. This freeway stretch is a four-lane with 5 on-ramps 

and 6 off-ramps. The length of the selected freeway segment is about 5 miles. There are 10 

detectors on the selected freeway, and the positions and the number of the detectors are shown 

in Figure 6.3(a). The freeway segment is created in the VISSIM model based on the data from 

the PeMS, the position of off-ramps and on-ramps is presented in Figure 6.3(b). The selected 

I-5 freeway is a mixed-flow stretch. The number of cars and trucks are recorded in the PeMS 

database, and the mix of trucks and cars varies by time of day. It has been verified that the car 

drivers’ behavior can be affected by heavy vehicles, such as trucks (Dowling et al. 2004). 

Therefore, the presence of trucks is represented by a percentage of the total number of vehicles 

every 5 minutes which is entered into the VISSIM. Figure 6.4 presents the truck percentage of 

demand input during the study period.  

 

(a) Map of the Case Study from the PeMS 

 

(b) VISSIM Model 

FIGURE 6.3 I-5 (a) Map of the Case Study from the PeMS, (b) VISSIM Model 
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FIGURE 6.4 Truck Percentage vs. Time throughout the Study Period 

6.3.2. Calibration Results 

The GA and TS methods are integrated with the VISSIM model to calibrate the selected 

parameters. For GA-based calibration, a population of chromosomes is generated in the 

population. Each chromosome represents a feasible solution and will be passed onto the 

VISSIM for simulation by MATLAB. Based on the simulated flow and speed data, the 

objective function value is calculated using Eq. (1). If the objective function value does not 

meet the stopping criterion, the GA will generate a new population after the implementation 

of selection, crossover, and mutation. Until meeting the stopping criterion or reaching the 

maximum number of generations, this process will not be stopped. In this case, there are 30 

generations and the population size is set to be 10. Meanwhile, the crossover rate is set as 0.8 

and mutation rate is 0.2.  

TS starts with a random set of solutions. In every iteration, the neighborhood of a solution will 

be searched by the Tabu technique. The best solution will be chosen as the next candidate 

point. In this study, the move distance of TS is set as  0.05* i iu l  (i=1, …,7), and the anti-

move distance is determined to be  0.04* i iu l   (i=1, …,7) (Yu and Fan 2017). The total 

number of iterations used for the TS method is 25. Furthermore, there are 7 parameters which 

need to be calibrated. As discussed before when introducing TS, after the move and anti-move, 

the neighborhood solutions will be generated whose size will be twice the number of initial 

solutions. In every iteration, there are 14 solutions in the neighborhood and one has to run these 

14 solutions and compare them with those contained in the tabu list.  
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(a) GA Objective Function Value vs. Generation 

 
(b) TS Objective Function Value vs. Iteration 

FIGURE 6.5 Values of Objective Function during the Optimization Period 
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Figure 6.5(a) and Figure 6.5 (b) present the GA and TS objective function values during the 

optimization period respectively. The correspondent objective function value calculated using 

default parameters is also shown. The y-axis represents the minimum objective function value 

up to every iteration (or generation) and the x-axis denotes the number of iterations (or 

generations). As expected, the objective function value using any metaheuristic methods is 

better than that using the default parameters. In Figure 6.5, one can also clearly see that the 

warmed GA improves the GA (alone) results, but the improvement is not that significantly. 

However, the warmed TS is observed to be significantly better than the TS alone. 

Figure 6.6 presents the comparison of the flow profiles both for field measurements from the 

I-5 freeway and simulation results with the default and optimized parameters. The optimized 

parameters of the GA, warmed GA, TS, and warmed TS methods are run 30 times, and the 

average flow is recorded. A better matching to the field flow is clearly exhibited by using the 

optimized parameters (of both the GA and TS methods) compared with the simulation results 

by using the default parameters. Also, the TS results appear to be similar to the GA-based flow 

profiles. The warmed GA and warmed TS are observed to be better than the GA alone and TS 

alone (e.g., flow profiles at Detector 10). 

 

FIGURE 6.6 Flow Profiles for Field Measurement and Simulation Outputs Comparison between GA and TS 

6.3.3. Comparison between GA and TS Methods 

To illustrate the advantage of the proposed TS, a comparison with the GA is provided. The 

Geoffrey E. Havers (GEH) statistic index is calculated. GEH index can work as a criterion for 

acceptance, or otherwise rejection, of the model. If the GEH value is less than 5 in the 85% of 
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simulated values, an acceptable goodness of fit is considered (Ciuffio 2008; Hourdakis et al. 

2003).  

More specially, the performances of all algorithms (both GA and TS alone, and warmed GA 

and TS) for the calibration of microscopic simulation model parameters are shown in Table 4. 

The objective function values, GEH flow and speed indexes, and the running times are 

included in Table 6.2. The objective function values of the GA and TS methods are smaller 

than that obtained by using the default parameters, and they are almost identical, which means 

that TS can obtain a similar calibration result to GA. Both the warmed GA and TS improve the 

performance (i.e., objective function value) of GA and TS alone, respectively. All the GEH-

flow indexes of GA, warmed GA, TS and warmed TS are less than 5 for 100%, and GEH-

speed statistic values of GA, warmed GA, TS and warmed TS are lower than 5 for 95.8%, 

96.5%, 96.8% and 96.2% respectively. For TS based calibration, the deviation of the simulated 

values with respect to the measurement is smaller than 5 in 96.2% (speed) or 100% (flow), 

which clearly indicated that the TS model performs very well (and even slightly outperforms 

the GA method). In terms of computing efficiency, the computation time for the (warmed) TS 

is longer than (warmed) GA using the same computer configuration, in part due to the fact that 

TS conducts more VISSIM runs than GA in this case. Based on this study, warmed TS (which 

uses the solution from the GA as a warm start), is recommended for the calibration of 

microscopic traffic simulation models. 

TABLE 6-2 Comparison between GA and TS Methods 

Algorithm 
Objective 

Function 
GEH: Flow GEH: Speed 

Running Time 

(h) 

Default 0.743 / / / 

GA Alone 0.562 <5 for 100% case <5 for 95.8% case 8.4 

Warmed GA 0.559 <5 for 100% case <5 for 96.5% case 8.4 

TS Alone 0.568 <5 for 100% case <5 for 96.2% case 10.8 

Warmed TS 0.553 <5 for 100% case <5 for 96.8% case 10.8 

 

6.4. Summary 

Due to the complexity of the calibration of microsimulation models, more reliable and 

efficient metaheuristic optimization methods should be developed and compared. In this study, 

another metaheuristic optimization method (i.e., Tabu Search) is developed and applied to calibrate 

microscopic traffic simulation model parameters. The warm start concept is also introduced and 

applied. The MATLAB and VISSIM microsimulation software are used as the basis of the study. 

The calibration methods are implemented and tested in a case study by using traffic data collected 

from the I-5 freeway segment in Los Angeles, California. The flow and speed data are used to 

build the objective function in order to minimize the discrepancy between the observed and 

simulated traffic measurements. The field traffic measurements are compared with the 

corresponding results obtained by using software VISSIM. The calibration is formulated as an 
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optimization problem in which the objective function value is to be minimized. The parameters 

that were reported to significantly affect the simulation outputs are selected and calibrated. Using 

the best optimized parameters by using the GA, TS, warmed GA, and warmed TS, all the simulated 

results (i.e., flow profiles) can fit the field measurements. According to the GEH statistic index, 

TS can be a very good method which performs very well to calibrate microscopic traffic simulation 

model parameters. All metaheuristic algorithms are also compared in terms of the calibration 

quality. The results show that warmed TS outperforms other tested algorithms and therefore is 

recommended for calibrating microscopic traffic simulation models.  
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Chapter 7. Numerical Results 

7.1. Introduction 

As described in Chapter 3, the objective functions of the VSL control are formulated to 

improve the bottleneck efficiency and the level of safety. Solution methodologies and case studies 

are presented in previous chapters. This chapter focuses on the numerical results of the developed 

VSL control systems (including mixed traffic flows and VSL control in a CAV environment). 

Numerical results of different VSL control strategies are presented and analyzed in detail. 

The remainder of this chapter is organized as follows. Section 7.2 describes the numerical 

results of VSL control at a lane drop bottleneck. Section 7.3 presents the simulation results of VSL 

control for mixed traffic flows. Section 7.4 discusses the comprehensive numerical results of 

control strategy which combines the VSL and left-lane truck restriction policy for mixed traffic 

flows. Sections 7.5 and 7.6 investigate the VSL control in a CAV environment, with and without 

platooning, respectively. Finally, a summary concludes this chapter in Section 7.7. 

7.2. VSL Control at a Lane Drop Bottleneck 

7.2.1. Calculation of the Traffic Model Parameters 

A VISSIM model is used to simulate the traffic traveling on the freeway segments as shown 

in Figure 5.1. Based on the 1-min traffic data which is generated by VISSIM, the traffic model 

parameters can be calculated. The calculation method in Dervisnglu et al.’s (2009) research is 

used. In Dervisnglu et al.’s (2009) paper, how to estimate the free-flow speed, capacity and 

critical density, and magnitude of the capacity drop were presented. The method is briefly 

introduced as follows: 

Free flow speed
f

v : the free-flow speed is estimated by performing a least-square fit on the 

flow-density FD where the simulation speed is greater than 60 miles/h; 

Capacity Q and critical density c : the maximum value of flow on a freeway segment is 

assigned as the capacity of the segment. The critical density of a segment is defined as the 

maximum value of flow divided by free-flow speed.  

Magnitude of the capacity drop  : A constrained least-squares regression is performed to 

fit the congested flow and density where the value of density is greater than the critical density. 

The point where the regression line crosses x-axis is assigned as the jam density. When the 

density of the quantile regression for the congested traffic data equals critical density, the 

corresponding flow is assigned as the Qb. The magnitude of the capacity drop can then be 

calculated. 

Finally, the following parameters are used in this study: Q=2220 veh/h/lane, Qb=2100 

veh/h/lane, vf=67.2 miles/h, c =33.03 veh/mile/lane, 5.4%  . In this case, since two lanes 

are available at the bottleneck area, the maximum discharge volume of bottleneck is
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2 4200bC Q  veh/h. In addition, the total number of time intervals in this case is K=120 (i.e., 

120 1-minute time intervals within 2 hours). 

7.2.2. Calibrating Parameters of the METANET 

An objective function is chosen to minimize the speed and flow errors so that the optimal 

global parameters  , ,X     in the METANET model can be calibrated. The objective 

function is 

min 

   

    
   

    

2 2

,measured ,predicted ,measured ,predicted

1 1 ,measured ,predicted ,measured ,predicted/ 2 / 2

N K
i i i i

i k i i i i

v k v k q k q k
f

v k v k q k q k 

          
     
    

  

Where: 

 ,measurediv k = measured speed on segment i during time interval k by VISSIM; 

 ,predictediv k = predicted speed on segment i during time interval k by METANET; 

 ,measurediq k = measured flow on segment i during time interval k by VISSIM; 

 ,predictediq k = predicted flow on segment i during time interval k by METANET. 

This optimization model is solved using the SQP algorithm in MATLAB, i.e., a method called 

fmincon. The SQP algorithm starts with a user-defined start point, and searches the optimal 

point in the solution space until the improvement in the objective function stops. The lower 

bound and upper bound of these three global parameters are min [0.05,10,10]X  and 

max [0.2,60,60]X  respectively. Note that the required precision is two places after the decimal 

point. The objective function is a non-linear non-convex problem, and therefore only local 

optima can be found. Different starting points are tested to find a good local optimal solution. 

Finally, the obtained optimal global parameters values are
optimal [0.1,50.44,59.99]X  , and the 

corresponding optimal objective function value is 25.55.  

7.2.3. Sensitivity Analyses 

The proposed VSL control strategy that is solved by tabu search algorithm is implemented on 

the freeway segment as shown in Figure 5.1. Based on the measurement of the current traffic 

states, which is obtained by running simulations using VISSIM, the future traffic states are 

predicted. Using the proposed VSL control strategy and tabu search algorithm, the VSL 

solution set that minimizes the objective function over a given future time horizon (i.e. 

Tp=5min) is saved and displayed on the VMS in VISSIM. Furthermore, the speed limits will 
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change every minute (i.e., Tc=1min). The discrete time step used in the METANET model is 

T=10s. The number of control segments used is 5 (L2-L6 in Figure 5.1, Nc= 5), and the quantity 

of studied segments is 6 (i.e., L1-L6 in Figure 5.1, N=6). It should be pointed out that driver 

compliance rate is an important component of the VSL control. VSL control with different 

driver compliance rates has been studied in many research efforts. For example, in Lu et al.’s 

(2010) study, simulation results indicated that the total travel time achieved in the case of 30% 

driver compliance rate was almost identical to that in the 100% driver compliance rate case. In 

Yang et al.’s (2017) research, the result showed that the decrease in the compliance rate can 

reduce the operational efficiency of the VSL control. In this study, the driver compliance rate 

is set as 100%. 

The chosen parameters, such as the number of iterations and search neighbors, might greatly 

affect the performance of the proposed tabu search. The objective function in this study 

involves two components, i.e., total value of travel time and total value of speed variation. 

Note that VTT refers to the value of travel time which has been suggested by the U.S. DOT 

(USDOT 2016). Based on the USDOT’s research, VTT is set as 20 $/hour in this study. 

However, VSV is very hard to determine and cannot be directly obtained from any of the 

existing studies. As such, the VSV is assumed to be 15 $*hour/miles. It is believed that 

improving travel time and reducing speed variation are equally important for the VSL control. 

Therefore, the related sensitivity analyses are conducted based on weights of 0.5 and 0.5 for 

the total value of travel time and total value of speed variation. Figure 7.1 presents the 

sensitivity analyses of the number of iterations and the number of search neighbors. 

 

(a) Iteration 
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(b) Tabu Search Neighbors 

FIGURE 7.1 Sensitivity Analyses for the Tabu Algorithm 

The effect of the number of iterations is examined by varying the value from 10 to 100 and the 

result is given in Figure 7.1(a). As can be seen, as the number of iterations increases, the value 

of the objective function tends to decrease. The least objective function value achieved with 

the 90 iterations. Therefore, an iteration of 90 is recommended. 

The effect of search neighbors is investigated by choosing this number ranging from 3 to 10. 

The result is provided in Figure 7.1(b). In Figure 7.1(b), the least objective function value 

occurs with 10 neighbors, which indicates that 10 might be the optimal neighbor. As a result, 

10 is recommended.  

In addition, different weight sets might affect the solution quality of the VSL control. A 

numerical result is presented in Figure 7.2 to show the effects on solution quality of the VSL 

control by varying the weight (i.e., w1) of total travel time from 0.1 to 0.9. Note that, w1+w2=1. 

As can be seen, when w1=0.9, the objective function is the least, which clearly suggest that the 

total value of speed variation dominates the value of total travel time in the objective function. 

For illustration convenience, w1=0.9 and w2=0.1 are chosen for further analyses.  
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FIGURE 7.2 Sensitivity Analyses for the Weight of Total Travel Time 

7.2.4. Control Results 

As mentioned, the control performance based on the proposed tabu algorithm might greatly 

depend upon the chosen value of parameters inherent in the algorithm. By assigning a weight 

set to the total value of travel time and the total value of speed variation, the sensitivity analyses 

are conducted. The parameters that result in the least value are selected, either by optimization 

or for convince. Such parameters are then used at different chosen weight set levels to see how 

objective function value varies. 

In this section, the chosen optimal parameters and weight set are used and applied to the VSL 

control on the selected freeway, and the control results are given. Furthermore, the 

performances of tabu algorithm are also compared to the SQP algorithm as a benchmark to 

examine the solution quality. A MATLAB based method called fmincon, which is developed 

based on the SQP algorithm, is used to solve the VSL control problem. It should be noted that, 

the optimal solution which is solved by SQP might not be an integer. Such continuous values 

are rounded to the nearest 5 miles/hour (e.g., 53.4miles/hour will be rounded to 55 miles/hour, 

and 51.2 miles/hour will be rounded to 50 miles/hour). The rounded integer values are 

displayed on the VMS in VISSIM, and the corresponding traffic states are saved. Three 

scenarios are included in this section: without VSL control, VSL control solved by the tabu 

search algorithm, and VSL control solved by the SQP. 

Table 7.1 presents numerical results for the comparisons using the hypothetical freeway in 

Figure 5.1. Without VSL control, the total travel time is about 1295.17 hours, and the total 

speed variation is about 12146.66 miles/h. With VSL control, both the total travel time and the 

total speed variation have been improved, especially the total speed variation. The 

improvement percentages of total speed variation in the solution which were given by tabu 
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search algorithm and SQP are 84.06% and 83.13% respectively. The improvement percentages 

of total travel time for tabu search and SQP are 10.69% and 6.85% respectively, which are 

presented in Table 7.1.  

As can be seen from Table 7.1, the total travel time and total speed variation optimized by the 

SQP algorithm are 1206.47 hours and 2048.92 miles/h, respectively, which are both greater 

than those optimized by the tabu search. In addition, the improvement percentages of SQP are 

less than tabu search for both total travel time and total speed variation. As a result, the solution 

quality of tabu search algorithm outperforms SQP algorithm. In the following section, the VSL 

control results which were given by the tabu search algorithm (including traffic state profiles, 

optimal speed limit schemes, and speed profiles at a chosen time interval) are presented. 

TABLE 7-1 Summary of Simulated Scenarios (Nc=5) 

Scenarios 
Total Travel 

Time (h) 

Total Speed 

Variation 

(mi/h) 

Objective 

Function Value ($) 

Improvement (%) 

Total 

Travel 

Time 

Total Speed 

Variation 

Without Control 1295.17 12146.66 41533.05 / / 

Tabu Search 

Control Results 
1156.76 1936.39 23726.26 10.69% 84.06% 

SQP Control 

Results 
1206.47 2048.92 24789.84 6.85% 83.13% 

 

When no VSL control is implemented, the resulting average flow, speed and density profiles 

in the segment immediately upstream of the bottleneck (i.e., L6) are shown in Figure 7.3. The 

flow reaches the bottleneck capacity at around t=15min. However, after t=15 min, a visible 

decrease can be observed in traffic flows and meanwhile the speed drops to 15 miles/h. At the 

same time, the density increases from 50 veh/mile to about 270 veh/mile in a short time period. 

One can see that such trend continues for a long time, and even towards the end of the 

simulation, the speed and density have not recovered. The related average flow, speed, and 

density profiles with VSL control are also shown in Figure 7.3. One can clearly see that, 

compared to the no VSL control scenario, flow, speed and density are all improved. The VSL 

control maintains a steady condition in which the average discharge flow is close to the 

maximum bottleneck throughput volume (i.e., C=4200 veh/h). Due to the VSL control, the 

speed and density can recover to a normal level when the demand is less than the bottleneck 

capacity at the end of the simulation. Figure 5.6 shows the optimal speed limit scheme for the 

VSL control on each controlled segments during the entire simulation period. 



 

126 

 

FIGURE 7.3 Flow, Density, and Speed Profiles 

 

FIGURE 7.4 Optimal VSL Values for VSL Control during Each Time Interval 

To clearly illustrate that the VSL control can decrease the total speed variation, the speed 

profiles on all six (L1-L6 in Figure 5.1) freeway segments without control and with control 

during the chosen time period are presented. In Figure 7.5, the speed profiles at k=68 min are 

given. As can be seen from the figure, without VSL control, when vehicles drive from segment 

L3 to segment L4, the drivers have to reduce their speed abruptly from about 68 miles/hour to 

about 20 miles/hour. This high speed variation might increase the possibility of accidents. 

Since minimizing the total value of speed variation is one of the objectives of VSL control in 

this study, the vehicles driving from the upstream should gradually slow down. As shown in 

Figure 7.5, due to the VSL control, the drivers can slow down on each segment. With respect 
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to the constraint, the speed difference between the consecutive controlled segments at the same 

time interval is less than 10 miles/h. Compared to the no VSL control scenario, the speed has 

been greatly harmonized and the level of safety on the freeway can be significantly improved. 

 

FIGURE 7.5 Speed Profiles on Each Segment at k=68min 

As mentioned in the “Sensitivity Analyses” section, VTT has been studied and a rule-of-thumb 

value has been suggested by the USDOT in the U.S., while VSV needs to be assumed. In this 

section, all the control results are obtained based on the assumption that VSV is set as 15 

$*hour/miles, which may not be the exact value of VSV. Along that line, a sensitivity analysis 

of VSV is conducted by varying it from 1 to 25. Note that the value of VTT is still set as 20 

$/hour. The performances of the VSL control including total travel time, total speed variation, 

and objective function value are presented in Figure 7.6(a) through Figure 7.6(c), respectively. 

It can be seen from Figure 7.6(a) that the total travel time has an increasing trend as the value 

of VSV increases. However, in Figure 7.6(b), no clear relationship between total speed variation 

and the value of VSV can be observed. Moreover, as can be clearly seen from Figure 7.6(c), as 

the value of VSV increases, the objective function value increases. 
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(a) Total Travel Time vs. VSV 

 

(b) Total Speed Variation vs. VSV 
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(c) Objective Function Value vs. VSV 

FIGURE 7.6 VSL Control Performances vs. VSV 

7.2.5. Effects of the Number of VSL Control Segments 

Up to this point, no researchers have studied the relationships between the number of VSL 

control segments and the objective function. In reality, determining the appropriate required 

number of VSLs for operations is highly desirable. As one can see, VSL control systems are 

very extensive due to the wide variety of parameters and procedures involved (e.g., the length 

of control segment, the length of control horizon, or the chosen weight set level for each 

component of the objective function). However, it is expected that in most cases, the 

relationships between the number of VSL control segments and the objective function should 

be similar, and a common conclusion can still be obtained.  

How the number of VSL control segments might affect the total value of travel time and total 

value of speed variation is first studied in this section. In Table 7.2, the control results of the 

total value of travel time only (i.e., the weight of total speed variation is 0) and total value of 

speed variation only (i.e., the weight of total travel time is 0) with different number of VSL 

control segments are shown. It should be noted again that, in this section, the values of VTT 

and VSV are set as 20 $/hour and 15 $*hour/miles, respectively. Table 7.2 shows the total 

travel time and total speed variation obtained from the simulation. The number of control 

segments ranges from 1 to 5. As can be seen, the relationship between the number of VSL 

control segments and total travel time and total speed variation can be interpreted as follows. 

Generally speaking, as the number of control segments increases, the total travel time 

increases. With more VSLs, the speed limit on the controlled segments might be less than the 

free flow speed. As a result, the density on such segments will also be greater. The total travel 

time is calculated based on the density on the studied freeway, so the total travel time will be 

greater than that under the free flow speed scenario. In Table 7.2, one can see that no matter 

how many VSLs are used, the total travel time is less than that under the scenario without 
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control (which is 1295.17 veh-h as shown in Table 7.1). Because, as shown in Figure 7.3, VSL 

control can improve the bottleneck discharge volume. Furthermore, as the number of VSLs 

increases, the total speed variation decreases. With more control segments, the speed can 

gradually decrease all the way from the most upstream to the most downstream segments. As 

such, the total speed variation decreases. In addition, the VSL control strategy that minimizes 

total value of travel time only can improve the total speed variation compared to that under the 

no-control scenario (which is 12146.66 miles/h as shown in Table 7.1). However, compared to 

others, the improvement percentage is not significant with one or two VSL control segments 

on the studied freeway segments. It can also be seen from Table 5.2 that VSL control strategy 

that minimizes the total value of speed variation only also results in an improvement of total 

travel time, compared to the scenario without VSL control. 

TABLE 7-2 Total Value of Travel Time Only and Total Value of Speed Variation Only 

Total Value of Travel Time only (w1=1, w2=0) 

Number of Control 

Segments 

Control 

Segments 

Total Travel 

Time 

(h) 

Total 

Speed 

Variation 

(mi/h) 

Improvement (%) 

Total 

Travel 

Time 

Total 

Speed 

Variation 

Nc=1 L6 915.45 10861.6 29.32% 10.58% 

Nc=2 L5, L6 916.55 9553.28 29.23% 21.35% 

Nc=3 L4-L6 918.38 6117.44 29.09% 49.64% 

Nc=4 L3-L6 925.72 4770.9 28.53% 60.72% 

Nc=5 L2-L6 991.45 3991.52 23.45% 67.14% 

Total Value of Speed Variation only (w1=0, w2=1) 

Number of Control 

Segments 

Control 

Segments 

Total Travel 

Time 

(h) 

Total 

Speed 

Variation 

(mi/h) 

Improvement (%) 

Total 

Travel 

Time 

Total 

Speed 

Variation 

Nc=1 L6 927.67 9966.61 28.37% 17.95% 

Nc=2 L5, L6 932.48 7322.81 28.00% 39.71% 

Nc=3 L4-L6 983.69 4623.1 24.05% 61.94% 

Nc=4 L3-L6 1057.65 2272.63 18.34% 81.29% 

Nc=5 L2-L6 1187.76 1763.95 8.29% 85.48% 

 

Figure 7.7 presents the combined objective function value with different number of VSL 

control segments. The effect of the weight of total value of travel time is examined by varying 

w1 from 0.1 to 0.9. It can be seen from the Figure 7.7, with the same weight set, the objective 

function values with more VSL control segments are less than the values with fewer control 

segments. When the number of control segments is the same, as the weight of total value of 

travel time w1 increases, the objective function value decreases. When the weight set is chosen 

as w1=0.9 and w2=0.1, the least objective function value occurs with 4 VSL points (i.e., Nc= 
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4). Also, according to the result in Table 7.2 and Figure 7.7, if the VSL control strategy aims 

to harmonize the travel speeds within the control segments, more control segments should be 

implemented. 

 

FIGURE 7.7 Objective Function and the Number of VSL Control Segments 

7.3.  VSL Control for Mixed Traffic Flows 

7.3.1. Calibration of Global Parameters of METANET 

In this section, the global parameter of the modified METANET is calibrated. The global 

parameter set is set as  , ,X    . The discrete time step used in the METANET model is 

T=10s. An objective function is selected to minimize the total error between the measured and 

predicted speeds and flow of vehicle type j  

min 

   

    
   

    

2 2

, ,measured , ,predicted , ,measured , ,predicted

1 1 1 , ,measured , ,predicted , ,measured , ,predicted/ 2 / 2

N K J
i j i j i j i j
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v k v k q k q k
f

v k v k q k q k  
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min maxX X X   
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min [0.05,10,10]X    

max [0.2,60,60]X    

Where: 

 , ,measuredi jv k =measured speed of vehicle type j on segment i during time interval k by 

VISSIM; 

 , ,predictedi jv k =predicted speed of vehicle type j on segment i during time interval k by 

METANET; 

 , ,measuredi jq k =measured flow of vehicle type j on segment i during time interval k by VISSIM; 

 , ,predictedi jq k =predicted flow of vehicle type j on segment i during time interval k by 

METANET. 

The objective function is also solved by the SQP algorithm. It should be pointed out that the 

required precision is two places after the decimal point. Different start points are tested to find 

a good local optimal solution. Finally, the optimal solution set used in this study is

optimal [0.1,10.00,59.95]X  , and the corresponding objective function value is 459.34. 

7.3.2. Control Results 

The proposed GA procedure is implemented to help optimize the VSL control problem by 

using the MATLAB software package. It should be noted that the case study which is presented 

in Figure 5.2 is used in this section. The total simulation time is 2.5 hours, which includes a 

0.5-hour warm-up period. The traffic data which is generated by VISSIM is collected every 1-

min, and therefore the total number of time interval K=120 in this study. Moreover, the average 

minimum headway uses the default value in VISSIM (i.e., CC1=0.9s), which is the same for 

cars and trucks, i.e. 
car truck

0 9t t s  . . In addition, the gross stopping distance 
j

sd  of vehicle 

type j equals the length of vehicle type j plus the distance gap (i.e. the standstill distance in 

VISSIM and the value is CC0=4.92 ft) (van Lint et al. 2008). The length of passenger cars is 

set to be 15.62 ft and the length of trucks is set to be 33.51 ft (the length of HGV in VISSIM) 

which are from the VISSIM. Finally, the gross stopping distance of passenger cars 
car

sd

=CC0+15.62=20.54 ft and the gross stopping distance of trucks 
truck

sd =CC0+33.51=38.43 ft.   

The speed limit set of the VSL control changes every minute (i.e., Tc=1 min), and the prediction 

time horizon is set as 5min (i.e., Tp=5 min). Different weight sets might affect the solution 

quality of VSL control. In this study, it is assumed that more importance is paid to the TTT, 

and as such, the weight of the TTT is set as 0.6. A sensitivity analysis of the weight of TSV is 

conducted by setting the weight of TTT as 0.6 and varying the weight of TSV. All of the GA 

parameters, such as population sizes, the number of generations, mutation rate, and crossover 
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rate, use the default settings in MATLAB software package for GA. The numerical result is 

presented in Figure 7.8. Note that 1 2 3 1w w w   . Also, for illustration convenience, w1=0.6, 

w2=0.2, and w3=0.2 are selected for further analyses. 

 

FIGURE 7.8 Sensitivity Analysis for the Weight of Total Speed Variation 

The weight set (0.6, 0.2, 0.2) is used and applied to the VSL control on the selected freeway 

segments, as shown in Figure 5.3. The driver compliance rate is set as 100%. Three scenarios 

are included in this section: without VSL control, the VSL control optimized by GA, and the 

VSL control solved by the SQP. The continuous optimal speed limits optimized by the SQP 

are rounded to the nearest 5 miles/h. Both the optimized speed limit set solved by GA and 

rounded integer values are displayed on the VMS in VISSIM. The corresponding simulation 

flow, speed, and density are saved, including the effective traffic data of both passenger cars 

and trucks. The simulation is run with ten different random seeds for 2.5 hours with a 0.5 hour 

being the warm-up period. The average TTT, TSV, and TSD are calculated so that the 

simulation results with VSL control and without VSL control can be compared.  

Table 7.3 shows a summary of simulated results. The numerical results in Table 7.3 are used 

for the comparisons. Without VSL control, the TTT is about 1876.83pce-h, the TSV is about 

16783.67miles/h, and the TSD is about 10831.1miles/h. With VSL control, the TTT, TSV, and 

TSD are all improved. The improvement percentages of TTT in the solution which were 

optimized by GA and SQP are 15.51% and 14.56% respectively, indicating that the operational 

efficiency has been improved with VSL control. Both the TSV and TSD have been greatly 

improved by the VSL control, which indicates the VSL control can significantly homogenize 

travel speeds of vehicles at the bottleneck area. Such speed homogenizations can improve the 

safety and reduce the possibility of collisions/accidents, which have been proven by many 

researchers (Hegyi et al. 2005; Fang et al. 2014; Li et al. 2016). It can also be seen from Table 

7.3, the TTT, TSV, and TSD optimized by the SQP are all greater than those optimized by the 
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GA. In addition, the corresponding improvement percentages of SQP are less than the GA for 

all the TTT, TSV, and TSD. As a result, the solution quality of GA outperforms the SQP, 

which is similar to Yeniay’s result (2005). In a study conducted by Yeniay (2005), SQP and 

GA were compared. 15 representative constrained nonlinear programming problems were 

selected. The results indicated that in most cases, the SQP could not give better solutions than 

those found by using GA. 

TABLE 7-3 Summary of Simulated Results 

Scenario 
TTT 

(pce-h) 

TSV 

(miles/h) 

TSD 

(miles/h) 

Improvement (%) 

TTT TSV TSD 

Without 

Control 
1876.83 16783.67 10831.1 

/ / / 

GA 

results 
1585.67 2719.71 1984.26 15.51 83.79 81.68 

SQP 

results 
1603.58 2742.87 2048.59 14.56 83.66 81.09 

 

In addition, Figure 7.9 presents the objective function values of the SQP and GA vs. iterations 

when the control time period is set as 5 min, 20 min, 40 min, 60 min, 80 min, and 100 min, 

respectively, in which the speed limit sets optimized by the GA and SQP for the five segments are 

also included. One can also see from Figure 7.9 that for these six control time intervals, in most 

cases, GA achieves a better objective function value than the SQP except when t=80 min. And, 

the number of iterations (or generations) of GA is greater than SQP’s. The selection of the initial 

point of SQP is important. With a good initial point, the solution quality of the SQP might be better 

than GA. For some problems, the SQP might get trapped with local optimum solutions rather far 

from the true optimal solutions (e.g., t=5 and 100 min in Figure 7.9). To compare the efficiency of 

SQP and GA, the computing times of the two algorithms are collected. The computing time of 

SQP is about 90.23 min. GA’s computing time is about 128.63 min, which is longer than SQP. 

The computing time indicates that SQP is more efficient than GA. However, in terms of the 

solution quality, GA outperforms SQP and therefore, is recommended for use to solve the VSL 

control problem. The control results which are optimized by the GA are given in the following 

section.  
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FIGURE 7.9 Objective Function Values of the SQP and GA vs. Iterations 

Traffic demands on the selected freeway stretch are large, resulting in prolonged total travel 

time, huge speed variation, and significant speed difference. Figure 7.10(a) presents the speed 

contour of car and truck observed on each freeway segment without VSL control. The x-axis 

is the simulation time, and the y-axis is the segment. The color scale represents the observed 

average speeds during the entire simulation period. The bottleneck activates due to the lane 

closure when traffic demand is greater than the bottleneck capacity. The queue which forms at 

the bottleneck increases in length and propagates toward the upstream segments. It can be seen 
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from Figure 7.10(a), the speed variation between the upstream segments and bottleneck are 

large for both cars and trucks. The speed profiles in Figure 7.10(a) illustrate that lower speeds 

(less than 20 miles/h) on the last freeway segment (i.e., L6) for both cars and trucks remain 

even at the end of the simulation without VSL control. 

 

(a) Speed Contour on Each Segment without VSL Control 
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(b) Speed Contours on Each Segment with VSL Control 

FIGURE 7.10 Speed Contours on Each Segment without and with VSL Control 

The speed contours on each segment with VSL control are illustrated in Figure 7.10(b). The 

optimal speed limit (solved by the GA) is also included in Figure 7.10(b) as an example to 

present the speed profiles with VSL control on segment L6. It can be seen in Figure 7.10(b), 

the gradual change of color is presented, which indicates that a smooth transition between 

speeds on each segment for both cars and trucks can be achieved due to the VSL control. In 

Figure 7.10(b), the resulting speed profiles for both cars and trucks on segment L6 are 

consistent with the optimal speed limit on this segment during all time intervals. With VSL 

control, the speeds of cars and trucks on controlled segment begin to increase as the simulation 
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runs, as depicted in Figure 7.10(b). In addition, Figure 7.11 shows the optimal speed limit 

scheme for the VSL control on each controlled segments during the entire simulation period. 

 

FIGURE 7.11 Optimal Speed Limit Scheme for the VSL Control on Each Segment 

Figure 7.12(a) and Figure 7.12(b) show the traffic flow and density profiles during the whole 

simulation period on the last controlled segment (i.e. L6, as shown in Figure 5.2) without control 

and with the VSL control solved by the GA. Figure 7.12(a) presents that, when the demand is 

greater than the maximum discharge volume of the bottleneck, a drop in flow and an increase 

in density are observed on the freeway segment. As can be seen in Figure 7.12(a), due to the 

congestion, the effective flow is about 4000 pce/h. Figure 7.12(b) shows the results with VSL 

control. Before the traffic breakdown occurs, the VSL control is activated. Due to the VSL 

control, the number of vehicles entering the bottleneck is metered. As presented in Figure 

7.12(b), the effective flow with VSL control maintains a steady condition and a relatively high 

average discharge volume (less than 4200 pce/h) is obtained compared to the effective flow 

without VSL control. In addition, compared to the results without VSL control, the effective 

density is also improved. For example, the density profiles in Figure 7.12(a) illustrate that high 

density (more than 220 pce/mile) remains even at the end of the simulation without VSL 

control. However, with VSL control, the effective density begins to decrease as the simulation 

runs, as depicted in Figure 7.12(b).  
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(a) Flow and Density without VSL Control 

 

(b) Flow and Density with VSL Control 

FIGURE 7.12 Flow and Density without and with VSL Control 

The driver compliance rate is a key factor which might affect the control performance of the 

VSL control. The relation between driver compliance rate and VSL control has been studied 

by the researchers. In Lu et al.’s (2010) study, the TTT with 30% and 100% compliance rates 

were compared, and the resulting TTTs were almost identical. Yang et al. (2017) showed that 
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different driver compliance rates can result in different control performances. As the driver 

compliance rate decreases, the improvement percentage of VSL also decreases. In this study, 

a sensitivity analysis of driver compliance rate is conducted by varying the value from 50% to 

100%, and the result is shown in Figure 7.13. In terms of TTT, TSV, and TSD, the VSL 

controls with different driver compliance rates outperform the scenario without control (as 

shown in Table 7.3). The VSL control with 100% driver compliance rate produces the best 

performance. It can be seen from Figure 7.13, as the driver compliance rate increases, the 

objective function value and its three components decrease which is in line with the existing 

studies (Yang et al. 2017). 

 

FIGURE 7.13 Driver Compliance Rates and Control Performances 

7.3.3. Truck Percentage and VSL Control 

In the previous sections, the truck percentage is set to be 10% during the entire simulation 

period. However, in reality, the truck percentage might be different during different time 

intervals. Moreover, high truck percentage might greatly affect the VSL control results. Thus, 

the relationship between truck percentage and the control results is explored in this section. A 

multi-objective is formulated for the VSL control, which contains TTT, TSV, and TSD. Such 

three components with different truck percentages are also presented.  

The effect of truck percentage is investigated by varying it from 1% to 20%, and the values of 

each performance measure of the VSL control with each truck percentage including the TTT, 
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TSV, TSD, and objective function value are shown in Figure 7.14(a) through Figure 7.14(d) 

respectively. Note that, the driver compliance rate in this section is 100%. The relationship 

between truck percentage and VSL control can be presented as follows. Generally speaking, 

as the truck percentage increases, the average gap distance between vehicles will be larger and 

the total number of vehicles per mile on the studied freeway segments will be less. Since the 

total demand is the same, it needs more time to discharge all the vehicles. As a result, the TTT 

increases with the increasing percentage of trucks, which is clearly shown in Figure 7.14(a). 

Moreover, increasing the truck percentages indicates more trucks traveling on the freeway. 

The speeds of passenger cars can be more negatively affected due to the increasing number of 

trucks, which result in an increase in the speed difference/variation on the studied freeway. As 

such, both the TSV (Figure 7.14(b)) and TSD (Figure 7.14(c)) increase as the truck percentage 

increases. In addition, as shown in Figure 7.14(d), as the percentage of truck increases, the 

objective value also increases. The sensitivity analyses indicate that the increase of truck 

percentage reduces the overall operational efficiency and safety of the proposed VSL control 

system. 

 

FIGURE 7.14 Truck Percentage vs. Objective Function and Its Components 
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7.4. Combined VSL Control and Truck Lane Restriction 

VISSIM is used to simulate the vehicles traveling on the freeway stretch, as shown in 

Figure 5.3. Trucks are represented by the HGV (heavy goods vehicles) in VISSIM 7.0. According 

to Lavel and Daganzo (2004), the lane change time LCt  is set as 3.0s. The whole simulation period 

is 3.5 hours, and a 0.5-hour warm-up period is included. The traffic data generated by the VISSIM 

is collected every 1 min. As a result, the total number of time interval K=180. As mention, the 

dynamic pce value in the NTR lanes needs to be computed. The vehicle’s physical characteristics 

and driver behavior parameters (such as average minimum headway, the length of vehicles, and 

the standstill distance of vehicles) are needed. The default minimum headway in VISSIM is used 

(CC1=0.9s). Such value is the same for both the cars and trucks in the NTR lanes, i.e., 

car truck
0 9t t s  . . The safety distance j

sd  of vehicle type j equals the length of vehicle type j plus 

the distance gap (i.e., CC0, the standstill distance in VISSIM which is set as CC0=4.92 ft). The 

length of a passenger car is set to be 15.62 ft, and the length of a truck is set to be 33.51 ft (the 

length of HGV in VISSIM), both of which are adopted from the VISSIM. Finally, the safety 

distance of passenger cars 
car

sd =CC0+15.62=20.54 ft and the safety distance of trucks 
truck

sd  

=CC0+33.51=38.43 ft. 

7.4.1. Computing the Global Parameters of the Extended METANET Model 

The extended METANET model is used. It should be pointed out that, the computation process 

is performed without VSL control, and trucks are not allowed to travel in the left two lanes. 

Eight global parameters included in the extended METANET model, i.e. 
TR ,

TRv , 
TR , 

TR , 

NTR ,
NTRv , 

NTR , and 
NTR , need to be computed to minimize the total error between the 

measured speeds and flows in VISSIM and predicted speeds and flows. The global parameter 

set is set as  TR TR TR TR NTR NTR NTR NTR, , , , , , ,       X . The discrete time step used in the 

METANET model is T=10s.  

The total error in the TR lanes is  
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where  

 TR

,simiv k and 
TR

,simiq  are the simulation speed and flow in the TR lanes on segment i during time 

interval k by VISSIM respectively; 

 TR

,preiv k and  TR

,preiq k  are the predicted speed and flow in the TR lanes on segment i during 

time interval k respectively. 

The total error in the NTR lanes is  
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where 

 NTR

, ,simi jv k and  NTR

, ,simi jq k are the simulation speed and flow of vehicle type j in the NTR lanes 

on segment i during time interval k by VISSIM respectively; 

 NTR

, ,prei jv k and  NTR

, ,prei jq k are the predicted speed and flow of vehicle type j in the NTR lanes on 

segment i during time interval k respectively. 

The objective function is  

TR NTRmin Dif Diff   

Subject to 

min max X X X  

min [0.05,10,10,0.1,0.05,10,10,0.1]X  

max [0.2,100,100,10,0.2,100,100,10]X  

The objective function is solved by the multi-start SQP in MATLAB R2017a. Note that the 

required precision is two places after the decimal point. Finally, the optimal solution set used 

in this study is Xoptimal= [0.09, 99.99, 57.07, 9.86, 0.08, 96.06, 99.99, 0.11], and the 

corresponding objective function value is 136.28. 

7.4.2. Validation the Extended METANET Model 

In order to test and demonstrate the validity of the modified METANET model, the global 

parameters resulting from the computing process are used. For the sake of brevity, segment L4 

(see Figure 5.3) is selected as an example to compare the simulated and predicted speed and 

flow data in the TR and NTR lanes respectively. As shown in Figure 7.15, the modified 

METANET can be used to predict the traffic state of cars and trucks in the TR and NTR lanes. 
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FIGURE 7.15 Comparison between the Simulation Data and Prediction Results in the TR and NTR Lanes on 

Segment L4 

7.4.3. Control Results 

By using the MATLAB software package, the GA and SA are implemented to optimize the 

VSL control. The speed limit value on each controlled segment changes every minute (i.e., 

Tc=1 min). The METANET predicted time horizon for the VSL control is set as 5 minutes (i.e., 

Tp=5 min). In addition, the weight set w1=0.6, w2=0.1, and w3=0.3 is used and applied to the 

VSL control in this study. The driver compliance rate is set as 100% (i.e., 0  ). Nine different 

scenarios are designed and examined. The scenarios and their descriptions are given in Table 

7.4. Under scenario 2, 4, 6, and 8, trucks are not permitted to drive in the leftmost lane, and 
TR 1i  and NTR 3i  , i=1,…,N. Under scenario 3, 5, 7, and 9, trucks are not allowed to drive 

in the left two-lane, and TR 2i   and NTR 2i  , i=1,…,N. The corresponding flow, speed, and 

density are saved, along with all the traffic data of individual vehicles in the TR and NTR 

lanes. The average TTT, TSD, TSV, and average delay is computed to compare the results 

among these nine scenarios. 

The developed non-linear VSL control is optimized by one of the most widely used derivative-

free optimization algorithms, i.e., GA. In addition, the control results are compared with 

another gradient-free algorithm, i.e., SA. 
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In Table 7.4, the numerical results of all the nine scenarios are given. Without any control 

(scenario 1), the TTT and average delay are about 3414.4 veh-h ( NOTTT =3414.4) and 519.67 

s respectively, the TSD and TSV are about 18289.63 mil/h ( NOTSD =18289.63) and 23254.96 

mi/h ( NOTSV =23254.96), respectively. Under scenario 2 and scenario 3, the left-lane TRP is 

implemented but without VSL control. It can be seen from Table I, the TTT, TSV, TSD, and 

average delay under scenario 2 are all slightly improved. For example, compared with scenario 

1, the improvement percentage of TTT, TSD, TSV, and average delay under scenario 2 is 

0.58%, 1.23%, 1.26%, 2.4%, respectively. Because with the TRP, the negative impact of trucks 

can be eliminated in the TR lanes. The TTT reduction is in line with the conclusion in the 

previous studies (Koehne et al. 1993). Also, when the truck percentage is 10%, the left two-

lane TRP outperforms the left one-lane TRP.  

Under scenario 4 and scenario 5, the VSL control is implemented. According to Liu et al. 

(2014) and Deo et al. (2009), for comparison purpose, the single-class METANET model is 

employed under the two scenarios. The control performances are compared with the results 

obtained using the extended METANET model in this study. As can be seen in Table I, both 

the VSL controls optimized by the GA and SA significantly reduce the measurements, 

especially for the TSD and TSV. Under scenario 4, the improvement percentages of TTT and 

average delay are about 19.37% and 21.38% compared to scenario 1, which demonstrate that 

the VSL control improves the operational efficiency. In addition, the improvement percentages 

of TSD and TSV under scenario 4 are 66.75% and 64.74% compared with those with no 

control. Such great improvement percentages demonstrate that VSL control significantly 

homogenizes travel speeds of vehicles and smooth the transition of speeds.  

Under scenario 6 to scenario 9, the modified METANET model is adopted. In Table 7.4, under 

scenario 6 and 7, the modified METANET leads to a better performance than the single class 

METANET model. For example, under scenario 7, the TTT and average delay are 2712.71 

veh-h and 390.56s respectively, which is slightly smaller than that under scenario 5 (i.e., 

2758.35 veh-h and 409.06 s).  

In addition, one can clearly see in Table 7.4, VSL control with left two-lane truck restriction 

outperforms VSL control under left one-lane truck restriction when the truck percentage is 

10%. For example, the improvement percentage of TTT, TSD, TSV and average delay under 

scenario 8 is 25.03%, 71.09%, 70.88%, and 28.46%, respectively, which are greater than those 

under scenario 6. 

In Table 7.4, the VSL control optimized by GA and SA provides similar performances. It has 

been verified that SA provided good quality for the non-linear freeway traffic control problems 

(Pasquale et al. 2016). Thus, the developed GA-based VSL control in this study can be used to 

solve such problems as well. 
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TABLE 7-4 Summary of Control Results 

Scenario Description 
TTT 

(veh-h) 

TSD 

(mi/h) 

TSV 

(mi/h) 

Average 

delay 

(s) 

Improvement (%) 

TTT TSD TSV 
Average 

delay 

Scenario 1 No control 3414.4 18289.63 23254.96 519.67 - - - - 

Scenario 2 Left one-lane truck restriction only 3394.72 18064.23 22962.28 507.2 0.58 1.23 1.26 2.4 

Scenario 3 Left two-lane truck restriction only 3354.26 18004.08 22128.82 504.84 1.76 1.56 4.84 2.85 

Scenario 4 
Scenario 2 and single class METANET 

(GA) 
2753.15 6081.36 8198.76 408.58 19.37 66.75 64.74 

21.38 

Scenario 5 
Scenario 2 and single class METANET 

(SA) 
2758.35 6013.55 8204.61 409.06 19.21 67.12 64.72 

21.28 

Scenario 6 
Left one-lane truck restriction and VSL 

(GA) 
2669.6 5410.35 7336.55 392.11 21.81 70.42 68.45 

24.55 

Scenario 7 
Left one-lane truck restriction and VSL 

(SA) 
2712.71 5692.31 7409.72 390.56 20.55 68.88 68.14 

24.84 

Scenario 8 
Left two-lane truck restriction and VSL 

(GA) 
2559.81 5286.98 6771.79 371.77 25.03 71.09 70.88 

28.46 

Scenario 9 
Left two-lane truck restriction and VSL 

(SA) 
2514.74 5206.82 6679.99 371.52 26.35 71.53 71.27 

28.51 

 

In order to clearly illustrate that the developed control strategies relieve the freeway congestion 

and smooth the speed transition between the upstream and downstream segments, the traffic 

state profiles under three selected scenarios (i.e., scenario 3, scenario 8, and scenario 9) in 

Table 7.4 are presented.  

Figure 7.16 presents the speed profiles under scenario 3. In Figure 7.16(a), the x-axis is the 

simulation time, and the y-axis is the segment. The color scale represents the average 

simulation speeds during the entire simulation period. The lane-drop bottleneck activates when 

traffic demand is greater than the bottleneck capacity. The queue which forms at the bottleneck 

increases in length and propagates toward the upstream segments. It can be seen from Figure 

7.16(a), the speed variation between the upstream segments and bottleneck are large in both 

TR and NTR lanes. The vehicles traveling from the upstream have to decelerate abruptly at a 

segment which might increase the occurrence of rear-end collisions. The speed profiles in 

Figure 7.16(a) illustrate that lower speeds (less than (20 miles/h)) at the bottleneck for both 

cars and trucks in the NTR lanes. In addition, both the average speeds of cars and trucks in the 

NTR lanes are less than that in the TR lanes which can be seen from Figure 7.16(a).  

In Figure 7.16(b), the flow and density profiles in the TR and NTR lanes at the bottleneck and 

the queue profiles at the on-ramp are presented. Scenario 3 is characterized by high congestion 

in the bottleneck area, under which the density is much higher than the critical density during 

most of the simulation period. Due to the congestion, the volume flowing out of the bottleneck 

which is about 6000 pce/h is less than the bottleneck capacity (i.e., 6300 pce/h). Because of 

the high congestion caused at the lane-drop bottlenecks, the high density on the segment 4 

blocks the vehicles from the on-ramp and a long queue is formed. 
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FIGURE 7.16 Scenario 3, (a) Speed Profiles on Each Segment in the TR and NTR Lanes; and (b) Flow and 

Density Profiles at the Bottleneck and Queue Length at the On-ramp 
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The speed contours on each segment with VSL control solved by GA are illustrated in Figure 

7.17(a). In Figure 7.17(a), the gradual change of color is presented, which indicates that a 

smooth transition between speeds in the TR and NTR lanes on each segment for both cars and 

trucks can be achieved due to the VSL control. With VSL control, the speed difference between 

TR and NTR lanes is also reduced. The flow and density profiles at the bottleneck under 

scenario 8 are depicted in Figure 7.17(b). As expected, by imposing the VSL control, the flow 

at the bottleneck is approximately equal to the bottleneck capacity and the density in both TR 

and NTR lanes are reduced as well. Moreover, the length of the queue at the on-ramp is also 

reduced. 

Figure 7.18 presents the control results under scenario 9, under which the VSL control is 

optimized by using SA. The speed limit values on each segment during the whole simulation 

period is given in Figure 7.19. The performances of the SA are similar to GA. However, the 

speed profiles and the speed limit on each segment are different from scenario 8. Two reasons 

can explain this. The first one is that local optimal speed limits can be achieved by using the 

two derivative-free algorithms, and the second reason is that the random seed of VISSIM is 

different which means that the traffic conditions might be different, and therefore, the 

simulation performances are different either. 
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FIGURE 7.17 Scenario 8, (a) Speed Profiles on Each Segment in the TR and NTR Lanes; and (b) Flow and 

Density Profiles at the Bottleneck and Queue Length at the On-Ramp 
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FIGURE 7.18 Scenario 9, (a) Speed Profiles on Each Segment in the TR and NTR Lanes; and (b) Flow and 

Density Profiles at the Bottleneck and Queue Length at the On-Ramp 

 

FIGURE 7.19 VSL Profiles Optimized by the SA and GA 
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As one can see the speed profiles without (see Figure 7.16(a)) and with VSL control (see Figure 

7.17(a) and Figure 7.18(a)), the speed differences between the TR lanes and NTR lanes are 

considerably reduced, which indicates that VSL control is effective in achieving speed 

harmonization between the TR and NTR lanes. Such finding is similar to the finding in Duret 

et al. (2012). Through comparing the flow profiles at the bottleneck under scenario 3, 8, and 9, 

it is found that the car volume in the NTR is increased with VSL control. In light of the existing 

studies, the researchers found that the lane TRP (Duret et al. 2012) and VSL control greatly 

impact the lane flow distribution and increase the utilization of the shoulder lane (Knoop et al. 

2010; Soriguera et al. 2017; Duret et al. 2012). Without VSL control, cars tend to avoid the 

right lanes (i.e., NTR lanes in this study) and the right lanes are not utilized at capacity (Knoop 

et al. 2010). With VSL control, the speed difference between the TR lanes and NTR lanes is 

reduced which results in the utilization of the NTR lanes (Knoop et al. 2010; Duret et al. 2012). 

As a result, with VSL control, the car volume in the NTR lanes is greater than that under 

scenario 3, and VSL increases the usage of the NTR lanes. 

7.4.4. Sensitivity Analysis 

In the previous section, the truck percentage is set as 10% during the entire simulation period. 

All three scenarios with VSL control can significantly improve the operational efficiency and 

the level of safety on the selected freeway segments. When the truck percentage is 10%, VSL 

control with left two-lane truck restriction outperforms the control with left one-lane truck 

restriction. However, in reality, the truck percentage varies during different time intervals. 

With different truck percentages on the freeways, the density (pce/mi/lane), speed differential, 

and lane-changing frequency can be affected (Radhakrishnan and Wilmot 2009; Koehne et al. 

1993). Also, without VSL control, Yang and Regan (2007) examined the effects of the one 

leftmost lane restricted from trucks and the two leftmost lanes restricted from trucks on traffic 

congestion and travel time variance. The simulation demonstrated that the two leftmost lanes 

restricted from trucks achieved more positive effects than the one leftmost lane restricted from 

trucks. VSL control might also be greatly affected by the high truck percentage. And, the 

performances of the two control strategies with a high truck percentage (VSL control with left 

one-lane truck restriction and VSL control with left two-lane truck restriction) might be 

different from those with a low truck percentage. Thus, in this section, the relationship between 

the two control strategies and truck percentages are explored. The performance of the two VSL 

controls (including TTT, TSV, and TSD) corresponding to different truck percentages, is also 

shown and compared.  

The effect of truck percentage is investigated by varying it from 5% to 30%. It is assumed that, 

with different truck percentage, the traffic flow parameters, such as critical density, are the 

same. The measurements of the two VSL control strategies are shown in Figure 20(a) through 

Figure 20(c) respectively. The driver compliance rate is still set as 100%. VSL control results 

with different truck percentages can be presented as follows. In Figure 20(a), the TTTs of the 

two control strategies increase with the increasing percentages of the trucks. The possible 

reason is that as the truck percentage increases, the average gap distance between two vehicles 

will be larger. The cars that travel in the NTR lanes and travel from the on-ramp to the 

mainstream can also be more negatively affected by the increasing trucks. As such, both TSD 

(Figure 20(b)) and TSV (Figure 20(c)) increase as the truck percentage increases. The results 
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shown in Figure 20(a) through Figure 20(c) indicate that the overall operational efficiency and 

safety are reduced due to the increase in the truck percentage. 
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FIGURE 7.20 (a) TTT vs. Truck Percentage. (b) TSD vs. Truck Percentage. (c) TSV vs. Truck Percentage 

In Figure 20(a), when the truck percentage is low, the TTT of VSL control with left two-lane 

truck restriction is less. With the increasing percentages of trucks, the left two-lane truck 

restriction policy can still better reduce the negative impact of trucks. However, if the truck 

percentage is too large (such as >20%), for the VSL control with left two-lane truck restriction, 

since so many trucks are traveling in the right two lanes, the cars traveling from the on-ramp 

might be blocked and the vehicles which try to leave the mainline through the off-ramp might 

be delayed. As such, the VSL control strategy with left one-lane truck restriction policy is 

better for a large truck percentage. Similar results for the TSD and TSV can also be observed 

from Figure 7.20(b) through Figure 7.20(c).  

For the selected four-lane freeway stretch in this study, the comparison results between the two 

proposed VSL control strategies illustrate that the VSL control with left two-lane truck 

restriction is recommended with a low truck percentage. When the truck percentage is high, 

VSL control under left-one lane truck restriction should be considered. However, it should be 

well noted that, besides VSL control and TRP, to better reduce the negative impact of a high 

percentage of trucks on the freeway operation and safety, a driving ban/restriction for trucks 

needs to be considered as well, especially during peak hour period. 

7.5. VSL Control in a CAV Environment 

7.5.1. Bottleneck Identification 

By using the filed data collected from the PeMS database, a preliminary analysis is performed 

to identify the positions of bottlenecks. It should be pointed out that bottleneck identification 

is a complicated process (Fan and Gong 2017; Gong and Fan 2017; Gong and Fan 2018), and 

this study simply identifies them based on the speed profiles. The huge traffic demands on the 

I-5 typically result in considerable delays. Figure 7.21 depicts speed contours on a typical 

weekday. The x-axis is the order of loop detectors (see Figure 7.22 and Figure 7.23 for 
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corresponding positions), and the y-axis is the time interval (from 6 a.m. to 9 a.m.). The color 

scale represents the collected average speeds during the study period. As can be seen, the 

speeds are greatly affected in the on- and off-ramps, and lane drops areas. Five bottlenecks can 

be seen in Figure 7.22, i.e., at detectors 1, 5, 7, 9, and 14 (see Figure 7.23). The speeds at these 

detectors are dropped to a low value, particularly at the 7th and 9th detectors. It is well noted 

that the average speeds at the fourth detector are very low and as such, another bottleneck may 

exist at the fourth detector. However, since the distance between detectors 4 and 5 is only about 

0.3 mile which is extremely close, the real presence of the bottleneck at the fourth detector 

may be due to the impact of bottleneck at the fifth detector propagating all the way to the 

upstream, which is also clearly suggested by conducting a careful examination of the speed 

data. Therefore, the bottlenecks at detectors 4 and 5 are combined into one bottleneck group 

which is located at detector 5 in this study (Fan and Gong 2017). The developed VSL control 

framework is intended to relieve the congestion at these bottlenecks. When modeling the 

freeway corridor in VISSIM, on the basis of the positions of the loop detectors in the real-

world, the freeway stretch is re-divided into 14 cells so that the CTM can be easily 

implemented. The detailed information about the length of each cell is given in Figure 7.23. In 

addition, according to the positions of bottlenecks and the discussion in the section ‘VSL 

Control Framework’, three VSL control systems are deployed in this study, i.e., S=3. The 

positions of VSL signs and the control range of the VSL systems are depicted in Figure 7.23 

as well. The number of the cells in each VSL control system are 2 (N1=2, vsl1=2), 8 (N2=8, 

vsl2= N1+N2=10), and 4 (N3=4, vsl3= N1+N2+N3=14), respectively. 

 

FIGURE 7.21 Speed Profiles at Each Loop Detector 
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FIGURE 7.23 Deployment of VSL Signs 

7.5.2. Calibration Parameters of CTM 

Three types of vehicles (i.e., human-driven cars, trucks, and autonomous cars) are included in 

this study, i.e., J=3. Note that the PeMS database does not provide truck percentage at the on-

ramps. When simulating in VISSM, the truck percentages at the on-ramps are set to be 0%. 

The vehicle type HGV in VISSIM is used to simulate trucks in the real world. 

The traffic parameters (e.g., capacity, jam density, and shock wave speed) at the five 

bottlenecks need to be computed first using the collected traffic data. The computation method 

developed by Dervisoglu et al. (2008) is adopted in this study. The computation results are 

given in Table 7.5. As can be seen in Table 7.5, the range of magnitude of capacity drop is 

between 4.41% and 15.28%, which is closer to the existing research works (Dervisoglu et al. 

2008; Hadiuzzaman et al. 2012). Note that, the free flow speeds of trucks at these five 

bottlenecks cannot be computed based on the collected traffic data. In Table 7.5, the 

hypothetical freeway flow speeds of trucks at the five bottlenecks are given, and the 

corresponding critical densities are computed. 
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TABLE 7-5 Computation Results of the CTM at Each Bottleneck 

Parameters 
Bottleneck 

1 

Bottleneck 

2 

Bottleneck 

3 

Bottleneck 

4 

Bottleneck 

5 

Capacity (pce/h/lane) 2232 1749 1797 1733 1702 

Drop Capacity (pce/h/lane) 2023 1517 1669 1528 1630 

Magnitude of Capacity Drop (%) 10.35 15.28 7.66 13.45 4.41 

Shock Wave Speed (mph) 10.99 7.26 8.67 8.62 9.24 

Critical Density (pce/mile/lane) 34.34 26.33 27.33 26.6 25.66 

Jam density (pce/mile/lane) 214.39 235.3 219.86 203.81 202.08 

Car 

(human-driven 

and AVs) 

Free Flow Speed 

(mph) 
64.99 66.42 65.74 65.16 66.32 

Critical Density 

(veh/mile/lane) 
34.34 26.33 27.33 26.6 25.66 

Truck 

Free Flow Speed 

(mph) 
59.99 61.42 60.74 60.16 61.32 

Critical Density 

(veh/mile/lane) 
20.52 15.12 15.45 15.20 14.45 

 

To obtain a close match between the collected and simulated traffic data, the driver behavior 

parameters of VISSM, such as standstill distance (CC0) and headway time (CC1), are 

calibrated. A calibration process was performed by Yu and Fan (2017) in which the differences 

between the field and simulation speeds and flows at each detector were minimized. For 

human-driven vehicles (e.g., cars and trucks), parameters of the IDM (e.g., average headway 

and standstill distance) are based on the calibration results. Parameters that are used to model 

the car-following characteristics of the AVs and CAVs are selected on the basis of existing 

studies. Table 7.6 presents relevant parameter values used in this study.  

TABLE 7-6 The IDM’s Parameter Value 

Vehicle Types HWj a b s0 

Human-driven vehicle 1.6 s 3.28 ft/s2 -6.56 ft/s2 4.13 ft 

AV 1.1 s 3.28 ft/s2 -6.56 ft/s2 0 

CAV 0.6 s 3.28 ft/s2 -6.56 ft/s2 0 

References 

Treiber et al. 2000; Shladover et al. 2012; Milanés and Shladover 

2014; Khondaker and Kattan 2015b; Grumert et al. 2015; Li et al. 

2017 

 

To compute the dynamic pce during each control time interval, for human-driven vehicles, the 

calibration results of the average headway and standstill distance (see Table 7.6) are used, 

which is the same for both the human-driven cars and trucks. In addition, the gross stopping 
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distance sdj of vehicle type j equals the length of vehicle type j plus the distance gap (i.e. the 

standstill distance s0 in the IDM model) (van Lint et al. 2008). According to the data provided 

by the VISSIM, the length human-driven cars, autonomous cars, and trucks are set to be 

15.62ft, 15,12ft, and 33.15 ft, respectively (PTV 2013). The gross stopping distance of cars, 

AVs, and trucks can be computed by sdcar=s0,car+15.62=19.75ft, sdAV=15.12ft and sdtruck=s0,truck 

+33.15 =37.28ft, respectively. 

7.5.3. Simulation Results 

A 3.5-hour simulation with a 30-minute (from 5:30 am – 6:00 am) warm-up period is 

conducted. Using the proposed integrated VSL control framework, the speed limit set that 

minimizes the objective function over a given prediction horizon (i.e., Tp=5 min) is recorded 

and sent to VISSIM for simulation through MATLAB. The speed limit changes every minute 

(i.e., Tc=1min), and the total number of time interval in this study is K=180 (i.e., 180 1-minute 

time intervals within 3 hours). The discrete time step used in the control model is T=10s. The 

proposed GA procedure is implemented by using the MATLAB software package. All the GA 

parameters, such as population size, the number of generations, mutation rate, and crossover 

rate, use the default settings in MATLAB. w1=0.9 and w2=0.1 are selected for the simulation 

(Yu and Fan 2018a; Yu and Fan 2018b). Various scenarios are designed in this study, which 

are presented in detail in Table 7.7. The first scenario under which all human-driven vehicles 

including cars and trucks without any VSL control is simulated and used as the reference. 

Based on scenario 1, the performances of different control strategies (including VSL control, 

V2X, and/or I2V etc.) are simulated and compared. 

TABLE 7-7 Simulation Scenarios and Descriptions 

Scenarios Description 

Scenario 1 With 100% human-driven vehicles and without VSL control 

Scenario 2 With 10% CAVs and without VSL control 

Scenario 3 
With 100% human-driven vehicles, VSL control, and the CTM without 

considering mixed traffic flows 

Scenario 4 With 100% human-driven vehicles, VSL control, and the extended CTM  

Scenario 5 With 10% CAVs and VSL control, and the extended CTM  

Scenario 6 With 10% CAVs and VSL control, V2I, and the extended CTM 

Scenario 7 With 10% CAVs, I2V, V2I, VSL control, and the extended CTM 

 

Table 7.8 shows the simulation results under the seven designed scenarios, in which the TTT, 

average delays, average number of stops, and emission are computed. Under scenario 1, the 

TTT is 8140.51 veh-h. The great values of the average delay and number of stops indicate that 

the congestion on the freeway stretch results in the so-called stop-and-go traffic conditions and 

huge delays. Under scenario 2, the penetration rate of CAV is 10%. Even though without VSL 

control, the three efficiency related measurements are slightly improved, and the improvement 

percentages are 1.87%, 3.75%, and 8.59%, respectively.  
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The comparisons between scenarios 3 and 4 aim to examine whether the extended CTM 

outperforms the CTM without considering mixed traffic flows. The selected measurements 

indicate that better performance, including both efficiency (e.g., smaller TTT and average 

delays and number of stops) and emission (e.g., smaller emissions of CO2, NOx, and 

particulate), is achieved under scenario 4. For example, the improvement percentage of TTT 

is 34.43% under scenario 4 which is greater than that under scenario 3. The reason is that when 

using the CTM without considering heavy vehicles, the controlled equilibrium discharge 

volume during some periods at the bottlenecks might be overestimated which might affect the 

bottleneck operational efficiency. As a result, the extended CTM will be adopted in the other 

scenarios. 

The developed VSL control framework in this study is implemented under scenario 4. As can 

be seen in Table 7.8, the simulation results are considerably better compared to those under 

scenario 1. The improvement percentages of the TTT, average delays, and average number of 

stops are 34.43%, 60.4%, and 61.91%, respectively. The reduction in TTT, average delays, 

and average number of stops demonstrate that the efficiency is significantly improved and 

stop-and-go traffic conditions are greatly relieved as well. In addition, when integrating VSL 

control with CAVs including V2V, V2I, and I2V, one can see that the selected measurements 

outperform those with the VSL control only. For example, the percentage decrease in the 

average delays under scenario 5 is 65.11%, which is greater than the percentage decrease under 

scenario 4. Under scenario 6, the displayed speed limit set is adjusted by using the traffic data 

of AVs collected through the V2I communication, which leads to a better performance than 

scenario 4 and scenario 5. While under scenario 7 in which the I2V communication is 

incorporated, the simulation performances are the best compared to all other six scenarios. The 

simulation results under scenario 5, 6, and 7 indicate the advanced characteristics of the V2X 

and I2V in improving the operating efficiency.  

In addition, the emission presented in Table 7.8 demonstrates the effectiveness of the proposed 

integrated control strategies in reducing the greenhouse gas emissions and adverse impact on 

environment. Due to the VSL control systems, vehicles’ waiting time in the queues is 

significantly reduced. Also, the smoothed transition in speeds reduces the frequency of 

acceleration and deceleration occurred upstream of the bottlenecks. As a result, the tailpipe 

emission rate is reduced (Zhang and Ioannou 2017). For example, the emission of CO2 is 

decreased by 6.97%, 7.69%, 7.73%, and 7.8% under scenarios 4-7, respectively. The proposed 

VSL controllers reduce NOx emission rate by about 8.69% - 9.09%. The emission rate of 

particulate is also decreased by 5.38% - 5.9%, respectively. In terms of the reduction in 

emissions, the control systems integrated with V2X and V2I also outperform the VSL control 

only. 
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TABLE 7-8 Performance Comparison under Different Scenarios 

Scenario 
TTT 

(veh-h) 

Average 

delays 

(s) 

Average 

number 

of stops 

Emission (g)  Improvement (%) 

CO2 NOx Particulate  TTT Delays 
Number 

of stops 
CO2 NOx Particulate 

Scenario 1 8140.51 400.76 67.58 650.33 1734.2 1951  - - - - - - 

Scenario 2 7988.12 385.75 61.77 641.59 1730.57 1950.45  1.87 3.75 8.59 1.34 0.21 0.03 

Scenario 3 5469.65 170.59 26.99 608.91 1585.7 1851.3  32.81 57.43 60.06 6.37 8.56 5.11 

Scenario 4 5337.68 158.71 25.74 605 1583.5 1846.12  34.43 60.4 61.91 6.97 8.69 5.38 

Scenario 5 5328.65 139.81 25.33 600.32 1578.54 1838.54  34.54 65.11 62.52 7.69 8.98 5.76 

Scenario 6 5229.3 128.85 23.38 600.05 1577.99 1836.52  35.76 67.85 65.40 7.73 9.01 5.87 

Scenario 7 5211.97 128.74 23.05 599.63 1576.54 1835.98  35.97 67.88 65.89 7.8 9.09 5.9 
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In order to illustrate the speed harmonization impact of VSL control for freeways with multiple 

bottlenecks, Figure 7.24 presents the speed contours on each cell during the whole study period 

under scenario 4. The speed limit during t=140 min and speed limit contour on cell 10 are 

presented in Figure 7.24. It can be seen from Figure 7.24 that, compared to uncontrolled 

scenario (see Figure 7.21), the speed differences among the adjacent cells are noticeably 

reduced. With VSL control, vehicles traveling from the upstream can gradually slow down and 

keep a constant deceleration rate before they arrive at the bottleneck. The simulation speeds at 

the most congested bottlenecks begin to recover at the end of the simulation. The gradual 

change of color indicates that a smoother transition of speeds on each cell has been achieved. 

 

FIGURE 7.24 Contour of Speed Limit under Scenario 4 

The equilibrium flow (pce/h/lane) profiles during the entire simulation period at these five 

bottlenecks under scenario 1, scenario 4, and scenario 5 are depicted in Figure 7.25(a) through 

Figure 7.25(e). When traffic demand is not very high in which the demand is less than the 

bottleneck capacity, the VSL control is always not activated. For example, at the bottleneck 2, 

during the beginning period of the simulation, the flow profiles with VSL control are similar 

to those without VSL control. However, when traffic demands are greater than the bottleneck 

capacity, under the scenario without any control, a drop in flow at all the bottlenecks can be 

observed. The drop percentages are large particularly at bottlenecks 3 and 4. For example, due 

to the congestion, the equilibrium flow at the first bottleneck drops from 2100 pce/h/lane to 

about 1800 pce/h/lane (see Figure 7.25(a)). Under the scenarios with VSL control (i.e., 

scenarios 4 and 5), before the traffic breakdown occurs, the VSL control is activated. Because 

of the VSL control, the number of vehicles traveling to the bottlenecks can be well metered so 

that it equals the maximum discharge volume or critical volume of the bottlenecks. The 

equilibrium flow with VSL control can remain steady and a relatively high discharge value can 

be achieved as well compared to that without VSL control at each bottleneck.  

In addition, it should be pointed out that, the outflow of bottleneck 3 with VSL control is less 

than its maximum discharge volume (see Table 7.5 and Figure 7.25(c)). The reason is that the 

discharge volume of bottleneck 3 is determined based on the capacity of bottleneck 4 and off-

ramp (located between bottlenecks 3 and 4) volume. As can be seen in Table 7.5, the maximum 
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discharge rate of bottleneck 4 is less than that of bottleneck 3. According to previous 

discussions, the bottleneck capacity of bottleneck 4 is the critical volume of bottlenecks 3 and 

4. In order to simultaneously relieve the congestion at bottleneck 4, an extra constraint (the 

critical bottleneck volume plus the off-ramp volume) is added to bottleneck 3 when 

implementing the VSL control. The similar control principle is also employed at bottleneck 2 

(see Figure 7.25(b)). 

 

(a) Bottleneck 1 
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(b) Bottleneck 2 

 

(c) Bottleneck 3 
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(d) Bottleneck 4 

 

(e) Bottleneck 5 

FIGURE 7.25 Flow Profiles at Each Bottleneck 
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7.5.4. Sensitivity Analyses 

In the previous section, the penetration rate of the CAV is set to be 10%, and the 

communication range of I2V is 656 ft (about 200 m). It has been verified that as the penetration 

rate of CAVs increases, the capacity of freeway will also increase (Shladover et al. 2012). The 

increases in capacity might result in better control performances. In addition, the 

communication range of I2V technology might also affect the operational efficiency and the 

emissions of CO2, NOx, and Particulate (Grumert e al. 2015). Therefore, in this section, the 

relationships between the penetration rate of CAVs and communication range of the I2V and 

control performances are investigated. 

The effect of penetration rate is explored by varying it from 0% to 100%, and the VSL control 

measurements (including TTT, average delays, and average number of stops) with different 

penetration rates are shown in Figure 7.26(a) through Figure 7.26(c, which is motivated by the 

comment made by Shladover et al. (2012): “The freeway capacity increases as the penetration 

rate of CAVs increases”. When the penetration rate is increased by 10%, it is assumed that the 

bottleneck capacity showed in Table 7.5 is increased by 1% (Wang et al. 2016). The free flow 

speeds and shock wave speeds are assumed to be the same, and the corresponding critical 

density and jam density are recalculated. These new hypothetical traffic flow parameters are 

used as input into the integrated VSL controller. One can see from Figure 7.26 that as the 

penetration rate increases, the TTT, average delays, and average number of stops all decrease, 

which indicates that the increasing market penetration rate of CAVs can lead to improvements 

in freeway mobility and efficiency.  

 

(a) Total Travel Time vs. Penetration Rate 
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(b) Average Delays vs. Penetration Rate 

 

(c) Average Number of Stops vs. Penetration Rate 

FIGURE 7.26 Simulation Performances vs. Penetration Rate 

Finally, the effects of communication range between VSL signs and AVs are also investigated 

by setting three different distances (328ft (100m), 656ft (200m), and 984ft (300m)). The 

corresponding comparison measurements of the integrated VSL control are given in Table 7.9. 
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Six simulation measurements under three scenarios are expected to be better compared to the 

scenario without I2V communication (i.e., scenario 6 in Table 7.7). This is confirmed in Table 

7.9. However, the TTT, average delays, average number of stops, and emissions under these 

three scenarios do not seem to have a clear relationship with the communication distances 

(Grumert et al.’s 2015). The reason might be that the distance for AVs to decelerate or 

accelerate to the displayed speed limit value does not need to be very long during the high-

demand period. 

TABLE 7-9 Simulation Outputs with Different Communication Range 

I2V Range 
TTT 

(veh-h) 

Averag

e delay 

(s) 

Average 

number 

of stops 

Emission (g)  Improvement (%) – Scenario1 

CO2 NOx Particulate  TTT Delay 
Number 

of stops 
CO2 NOx Particulate 

328ft 5251.03 127.93 23.01 600.38 1579.89 1836.16  35.5 68.08 65.95 7.68 8.90 5.89 

656ft 5211.97 128.74 23.05 599.63 1576.54 1835.98  35.97 67.88 65.89 7.8 9.09 5.9 

984ft 5215.67 127.53 23.57 599.63 1573.07 1835.9  35.93 68.18 65.12 7.8 9.29 5.9 

 

7.6. VSL Control and CAV Platooning 

7.6.1. Simulation Results 

Using the developed integrated VSL control framework, the speed limit set that minimizes the 

objective function over a given prediction horizon (i.e., Tp=5 min) is recorded. The speed limit 

changes every minute (i.e., Tc=1min), and the total number of time intervals in this study is 

K=180 (i.e., 180 1-minute time intervals within 3 hours). The discrete time step used in the 

control model is T=10s. The proposed GA procedure is implemented by using the MATLAB 

software package. w1=0.9 and w2=0.1 are selected for the simulation (Yu and Fan 2018a; Yu 

and Fan 2018b). 

In order to comprehensive compare different control schemes, nine scenarios are designed. 

The scenarios and their descriptions are presented in Table II. The first scenario without any 

control is simulated and used as the reference. Based on scenario 1, the performances of 

different control strategies (including VSL control, V2V platooning, V2I, and/or I2V etc.) are 

simulated and compared. It should be pointed out that, since CAVs increase the freeway 

capacity (Wang et al. 2016; Shladover et al. 2012), under scenario 5 to scenario 9, the study 

assumes that the bottleneck capacity is increased by 1%. The free flow speed and shock wave 

speed are assumed to be the same as the computed results in Table 7-10, the critical density 

and jam density are recalculated. Under scenario 9, the truck platooning is included, and all 

the trucks are CVs. Since the truck’s car-following behavior has not been proposed yet, the 

study uses the state-of-the-art passenger cars’ car-following model in Milanés and Shladover 

(2014). In order to apply this model for truck platoons, because of the greater length, a much 

greater time gap is set for leading truck, i.e., 1.5s (Chen et al. 2017), and the CT for trucks in 

the platoon is set as 1.0s. The maximum length of truck platoons is assumed to be 5. 
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TABLE 7-10 Simulation Scenarios and Descriptions 

Scenarios Description 

Scenario 1 With 100% human-driven vehicles and without VSL control 

Scenario 2 With 10% CAV and without VSL control 

Scenario 3 With 10% CAV, V2V platooning, and without VSL control 

Scenario 4 With 100% human-driven vehicles and VSL control 

Scenario 5 With 10% CAVs and VSL control 

Scenario 6 With 10% CAV , V2V platooning, and VSL control 

Scenario 7 With 10% CAV, V2V platooning, V2I, and VSL control 

Scenario 8 With 10% CAV, V2V platooning, V2I, I2V, and VSL control 

Scenario 9 
With 10% CAV, V2V platooning, truck platooning, V2I, I2V, and 

VSL 

 

Simulation results under the nine designed scenarios are presented in Table 7-11. The 

operational efficiency (e.g., TTT, average delays and the number of stops) and emission 

indicators (e.g., CO2, NOx, and particulate) are included. Under the scenario without any 

control, the severe congestion on the selected freeway corridor wastes the travel time of drivers 

and increases delays. The TTT under scenario 1 is 8140.51 veh-h, and the average delays are 

400.76 s. In addition, the severe congestion leads to the so-called stop-and-go traffic 

conditions, and the average number of stops is 67.58. Huge emission of CO2, NOx, and 

particular can be observed under scenario 1 as well. Under scenario 2 and 3, the CAVs and 

V2V platooning are incorporated. According to the simulation measurements in Table III, the 

introduction of CAV and V2V platooning can slightly improve the mobility and reduce the 

emission of CO2, NOx, and particular. For example, the TTT under scenario 2 and scenario 3 

are decreased by 1.87% and 2.31% respectively. The emission of CO2 is also respectively 

reduced by 1.34% and 1.51% under scenario 2 and scenario 3. 

Under scenario 4 and scenario 5, the developed VSL control strategy is implemented. As can 

be seen from Table III, both the operational efficiency and emission are considerably improved 

compared to the scenarios without VSL control. Under scenario 4, the TTT, average delays, 

and average number of stops are respectively decreased by 34.43%, 60.4%, and 61.91%. Under 

scenario 5, the percentage decreases are greater than those under scenario 4 due to the CAVs. 

For example, the emission of CO2, NOx, and particular under scenario 5 are respectively 

reduced by 7.69%, 8.98%, and 5.38% which are all greater than the percentages under scenario 

4. In addition, the V2V platooning is integrated with VSL control under scenario 6. As shown 

in Table III, the integrated control system achieves a greater improvement percentage in the 

TTT, average delays and number of stops, and emissions compared to scenario 4 and scenario 

5. 

Under scenario 7 and scenario 8, the V2I and I2V communication are incorporated into the 

control system. The simulation results under both scenario 7 and scenario 8 are better than 
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those under scenario 6. While under scenario 9, besides the control schemes under scenario 8, 

the truck platooning is involved. The best performances are yielded under scenario 9 in terms 

of the improvement percentages. The TTT, average delay, and average number of stops are 

respectively reduced by 36.02%, 68.42%, and 67.40% under scenario 9 which are all greater 

than the other scenarios. The percentage decreases of CO2, NOx, and particular are the greatest 

as well. 

The implementation of the V2V platooning, V2I, and I2V can considerably improve the 

operational efficiency for the selected freeway with multiple bottlenecks. The reduction in TTT 

and average delays demonstrates that the vehicles’ traveling time on the freeway is 

significantly reduced. The decreased average number of stops suggests that the stop-and-go 

traffic conditions are greatly relieved due to the control system. Because of the improvement 

in mobility, the emission is reduced as well. For example, the emission rate of CO2, NOx, and 

particulate under scenario 9 are decreased by about 8.05%, 9.13%, and 5.99%, respectively. 
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TABLE 7-11 Performance Comparison under Different Scenarios 

Scenario 
TTT 

(veh-h) 

Average 

delays 

(s) 

Average 

number 

of stops 

Emission (g)  Improvement (%) 

CO2 NOx Particulate  TTT Delays 
Number 

of stops 
CO2 NOx Particulate 

Scenario 1 8140.51 400.76 67.58 650.33 1734.2 1951  - - - - - - 

Scenario 2 7988.12 385.75 61.77 641.59 1730.57 1950.45  1.87 3.75 8.59 1.34 0.21 0.03 

Scenario 3 7952.5 374.19 60.75 640.54 1729.67 1944.08  2.31 6.63 10.11 1.51 0.26 0.35 

Scenario 4 5337.68 158.71 25.74 605 1583.5 1846.12  34.43 60.4 61.91 6.97 8.69 5.38 

Scenario 5 5328.65 139.81 25.33 600.32 1578.54 1838.54  34.54 65.11 62.52 7.69 8.98 5.76 

Scenario 6 5320.49 135.73 24.19 600.05 1577.18 1838.09  34.64 66.13 64.21 7.73 9.05 5.79 

Scenario 7 5219.71 128 23.14 599.43 1576.91 1835.83  35.88 68.06 65.76 7.83 9.07 5.9 

Scenario 8 5210.58 127.53 22.9 598.91 1576.48 1835.32  35.99 68.18 66.11 7.91 9.09 5.93 

Scenario 9 5208.6 126.54 22.03 598 1575.9 1834.21  36.02 68.42 67.4 8.05 9.13 5.99 
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Figure 7.28 illustrates the changes in average speeds from detector 1 to 14 during the whole 

control time period under scenario 6. The changes in speed limit value are also depicted. As 

shown in Figure 7.28 , the integrated control system proactively and gradually reduces the 

vehicle speeds upstream of the bottleneck. Compared to the scenario without any control, the 

speed differences on the same cell between two consecutive time steps and adjacent cells at 

the same time period are reduced with respect to the constraints, which can reduce the 

occurrence of rear-end collision. In addition, compared with the speed profiles without any 

control (see Figure 7.27), due to the VSL control, the speeds at the five bottlenecks are all 

improved, especially at the third and fourth bottlenecks. 

 

FIGURE 7.27 Speed Profiles without VSL Control 
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FIGURE 7.28 Speed Profile under Scenario 6 

7.6.2. Managed Lanes for CAV Platoon 

Some researchers have explored the effectiveness of the CAV technology on freeway traffic 

flow, safety, and mobility with different penetrations of CAVs traveling in all lanes on the 

selected freeway (Wang et al. 2016; Li et al. 2017). However, the full market penetration of 

CAVs might not realize in a short period of time. A few researchers have examined the 

potential benefits of the managed-lanes for CAVs. Rahman and Abdel-Aty studied the CAV 

platoons in the managed-lane which decreased the crash risk and outperformed all lanes’ CAV 

platoons (Rahman and Abdel-Aty 2017). In this section, the impact of CAV platoons in 

managed-lane on the operational efficiency on the selected freeway corridor is investigated. 

The most left lane is set as the managed-lane. Only CAVs are allowed to travel in such lane, 

and the platoon occurs in the designated lane. Moreover, it has been verified that the market 

penetration rate of CAVs is a critical factor that affects the efficiency of the control system 

(Shladover et al. 2012). The sensitivity analysis of the penetration rate is performed under the 

scenarios without and with the managed CAV lane. It should be pointed out that the bottleneck 

capacity is assumed to increase by 1% as the penetration rate is increased by 10% (Wang et al. 

2016).  

The TTT, average delays, and average number of stops at each level of penetration rate are 

illustrated through Figure 7.29(a) to Figure 7.29(c). As expected, for the scenarios with and 

without managed-lane, the values of the three indicators decrease with an increase in the CAV 
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penetration rate. Additionally, compared with the scenario without managed CAV lane, the 

scenario with managed-lane achieves a smaller TTT, average delays, and average number of 

stops when the penetration rate of CAV is not very high, e.g. less than 50%. However, with a 

higher penetration rate, the improvements in these three measurements with managed-lane are 

not significant compared to the no managed-lane scenario. 

 

(a) Total Travel Time vs. Penetration Rate 

 

(b) Average Delays vs. Penetration Rate 



 

173 

 

(c) Average Number of Stops vs. Penetration Rate 

FIGURE 7.29 Efficiency Measurements vs. Penetration Rate 

7.6.3. VSL Updating Frequency and Performance 

The impact of VSL control configurations (such as the number of VSL signs, speed difference, 

and updating frequency) on control performances has been explored in some research (Li et al. 

2017; Islam et al. 2013). For example, in Islam et al. (2013), VSL updating frequency had a 

significant influence on traffic collision, but it had no substantial impact on mobility. Proper 

updating frequency might help obtain better results. As such, this study investigates the effects 

of VSL updating frequency on the mobility and emission. Five different updating frequencies 

under scenario 6 are explored, and the simulation results are presented in Table 7.12. 

For the developed integrated control system in this study, when the updating frequency is less 

than or equal to 3 minutes, the improvement percentages of the operational efficiency (i.e., 

TTT and average delay and number of stops) and emission (i.e., CO2, NOx, and Particulate) 

are not significantly different. For example, the TTT is reduced by 34.64%, 34.64%, and 

34.65% when the updating frequency is 1-min, 2-min, and 3-min, respectively. However, when 

the updating frequency is greater than 3 minutes (i.e., 4 min and 5 min), in general, the 

percentage decreases in both the efficiency and emission are less than those with less updating 

frequency (i.e., 1 min, 2 min, and 3 min). For example, the percentage decreases of TTT, 

average delay, and average number of stops with 5-min updating frequency are 34.34%, 

65.81%, and 62.1%, which are less than those with 1-min updating frequency. 
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TABLE 7-12 Simulation Outputs with Difference Updating Frequency 

Updating 

Frequency 

TTT 

(veh-h) 

Average 

delay (s) 

Average 

number 

of stops 

Emission (g)  Improvement (%) – Scenario1 

CO2 NOx Particulate  TTT Delay 
Number 

of stops 
CO2 NOx Particulate 

1 min 5320.49 135.73 24.19 600.05 1577.18 1838.09  34.64 66.13 64.21 7.73 9.05 5.79 

2 min 5320.89 135.77 24.06 600.53 1577.01 1837.9  34.64 66.12 64.4 7.66 9.06 5.80 

3 min 5319.5 135.21 25.72 600.17 1577.44 1838.5  34.65 66.26 61.94 7.71 9.04 5.77 

4 min 5325.91 135.44 25.88 601 1578.05 1838.9  34.58 66.2 61.7 7.59 9 5.75 

5 min 5345.16 137.03 25.61 601.96 1580.93 1840.92  34.34 65.81 62.1 7.44 8.84 5.64 

7.7. Summary 

This chapter describes the numerical results of the developed VSL control strategies. 

Different VSL control strategies are presented. Different control scenarios and control settings are 

designed and compared. The results demonstrate that the developed VSL controls significantly 

improve the operational efficiency and reduce the speed variation, particularly in a CAV 

environment. The potential benefits of V2V platoons, V2I, and I2V on mobility improvement and 

emission reduction are also examined. In order to achieve a better control performance, the 

managed-lane strategy with CAV platoons is recommended to be implemented on the basis of the 

numerical results. 
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Chapter 8. Summary and Conclusions 

8.1. Introduction 

Traffic congestion occurs frequently around the world as freeway demand increases. 

Traffic congestion is detrimental to vehicle mobility, environmental, and safety. The ATM 

strategies (including ML, VSL, and RM) which can be used to optimize the existing roadways are 

receiving more and more attention by the local, state, and federal DOT. Among these ATM 

strategies, VSL has received increasing attention over the past decades, which can be implemented 

to improve the freeway mobility and safety and reduce greenhouse gas emissions. 

Additionally, with the development of emerging technologies, various novel methods on 

the basis of intelligent transportation technologies have been developed during recent years. 

Typically, these new technologies aim to increase the efficiency of the transportation system rather 

than adding/building more roadways. One of the representative technologies is CAV. Enhanced 

outcomes can be achieved through integrating VSL control with the V2V, V2I, and/or I2V 

communications. 

The primary objective of this research is to develop VSL control frameworks for mixed 

traffic flows in a CAV environment. The VSL control framework that takes heavy vehicles into 

account is formulated. Discrete optimization algorithms (e.g., genetic algorithm and tabu search) 

are adopted to solve the VSL control problems. In addition, the VSL control framework under left-

lane truck lane restriction policy is also evaluated in this report. The integrated VSL control 

systems in a CAV environment are developed as well. A real-world freeway corridor is selected 

as the case study to examine the developed control strategies so that the gaps between the 

theoretical research and the application of the developed VSL controls can be bridged. 

The rest of this chapter is organized as follows. In section 8.2, the principal features of the 

VSL control are reviewed and a summary of conclusions for the numerical results derived from 

computational tests is discussed. Section 8.3 presents a brief discussion of the limitations of the 

current approaches and possible directions for further research are also given. 

8.2. Summary and Conclusions 

As mentioned, optimal VSL control systems for mixed traffic flows in a CAV environment 

are developed in this study. The literature describing previous VSL control studies has been 

reviewed. The benefits of VSL control include improved safety, increased bottleneck throughput, 

reduced emissions, and resolved traffic breakdown (Lu and Shladover 2014). Existing approaches 

presented by researchers can be grouped into four categories: MPC, local feedback theory, shock 

wave theory, and optimal control theory. Among these approaches, The MPC approach has been 

widely used by the researchers since it was first developed for VSL control by Hegyi et al. (2005).  

The shortcomings of previous approaches include the failure to consider mixed traffic 

flows and failure to consider a system that combines VSL control and truck lane restriction policy. 

Additionally, with the development of CAV technologies, it is essential to take the CAV into 

account. Building on previous approaches, the VSL control strategies proposed in this research 
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include the following major features: 1) Mixed traffic flows (including truck and cars) are taken 

into account; 2) Discrete optimization algorithms are adopted to optimize the proposed control 

systems; 3). VSL control systems in a CAV environment which can be used to relieve congestion 

at multiple bottlenecks are developed; and 4). Integrated VSL control strategies (e.g., combined 

VSL control with truck lane restriction policy, and combined VSL control with CAV platooning) 

are formulated. 

This report developes and uses the tabu search algorithm to solve the VSL control problem. 

The objective of a VSL control system is to minimize total value of travel time and total value of 

speed variation on the selected freeway stretch. Tabu search algorithm frameworks for VSL 

control are developed and presented. Sensitivity analyses, including the number of iterations and 

tabu neighbors, are conducted. Different weight sets of objective function are also selected and 

tested so that the quality solutions could be obtained and compared. The SQP algorithm is used as 

a benchmark to measure the performance of tabu search algorithm. The results indicate that VSL 

control, which is solved by tabu search algorithm, outperforms the solutions produced by the SQP 

algorithm, thereby suggesting that tabu search algorithm can be an effective solution approach for 

the VSL control. In addition, the presented numerical results indicate that as the number of VSL 

control segments increases, the total travel time increases but the total speed variation decreases. 

The relationship between the number of VSL control segments and combined objective function 

is also presented with different weight sets. 

GA-based approach to solving the VSL control for mixed traffic flows including cars and 

trucks on the selected freeway segments is developed. A multi-objective non-linear integer model 

is formulated for the VSL control. The SQP is used as a benchmark to examine the control results 

of the GA. The results which are optimized by the GA outperform the results from the SQP 

algorithm. Also, the control results with different driver compliance rates are given and the 

conclusions are in line with the existing studies. A sensitivity analysis is conducted by varying the 

truck percentages. The sensitivity analysis results are presented which show that as the truck 

percentage increases, both the operational efficiency (i.e., TTT) and the level of safety (i.e., TSV 

and TSD) of VSL control tend to decrease.  

To decrease the impact of trucks on cars, the left lane truck restriction policy is integrated 

with VSL control. The developed non-linear VSL controls are optimized by one of the most widely 

used derivative-free optimization algorithms. In addition, the control results are compared with 

another gradient-free algorithm, i.e., SA. A hypothetical freeway stretch is used as the case study. 

In addition, the relationship between the VSL control performances with different TRPs and truck 

percentages is explored. An extended METANET model is developed to predict the traffic data in 

the truck restriction and no truck restriction lanes, respectively. The lane change volume of cars 

between these two types of lanes is taken into account. The method to compute the lane-changing 

volume under VSL control is developed. The method to compute the dynamic pce value in the 

NTR lanes is also given. A multi-objective nonlinear integer model is formulated for the VSL 

control. In addition, the SA algorithm which has been verified that it can provide a good solution 

quality for the traffic control problems is selected as the reference. VSL control strategies under 

different truck lane restriction policies are examined and tested: left one-lane truck restriction and 

left two-lane truck restriction. Different control scenarios are designed and compared. The 

simulation results show that the extended METANET model outperforms the single-class 

METANET model, and the developed VSL control significantly improves the operational 
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efficiency and reduces the speed variation. In addition, GA provides similar control performances 

as SA. Also, VSL control increases the utilization of the NTR lanes. The sensitivity analysis is 

conducted by varying the truck percentages. The sensitivity analysis results demonstrate that as 

the truck percentage increases, both the operational efficiency and the level of safety of VSL 

control tend to decrease. 

A proof-of-concept study on developing a VSL control strategy in a CAV environment for 

a freeway corridor is performed. The VSL control is developed on the basis of the extended CTM 

which considers the capacity drop phenomenon at the bottleneck. The proposed VSL control 

model takes mixed traffic flows (including human-driven cars, trucks and AVs) into consideration. 

In addition, the study also discusses how to deploy the proposed VSL control to relieve congestion 

caused by multiple bottlenecks. The GA is employed to optimize the VSL control. A real-world 

freeway corridor is selected to examine the developed control strategy. Potential benefits of the 

AV, V2X, and I2V are also investigated by designing different scenarios. The simulation results 

demonstrate that the developed VSL control can be used to greatly improve the operational 

efficiency, freeway mobility, and reduce greenhouse gas emissions. In addition, the control 

strategies that integrate VSL control with the V2X and I2V outperform the VSL control only. The 

sensitivity analysis results are presented in this study as well. As the penetration rate of AVs 

increases, the TTT, average delays, and average number of stops all tend to decrease. 

The CAV platooning control is incorporated into the VSL control system. The platooning 

control which aims to maintain and form a platoon is discussed in detail. The behavior of CAVs 

is modeled by using the California PATH car-following model. The VSL control system is 

developed on the basis of the modified CTM which considers the capacity drops at the bottlenecks 

and mixed traffic flows (including human-driven cars, trucks and AVs). A real-world freeway 

corridor is selected and used to evaluate and compare the performances under different scenarios. 

The potential benefits of V2V platoons, V2I, and I2V on mobility improvement and emission 

reduction are examined. The study also explores and compares the mobility measurements with 

and without using a managed-lane for CAVs with different market penetration rates. The 

sensitivity results demonstrate that with a low penetration rate of CAVs, in order to achieve a better 

control performance, the managed-lane for CAV platoons is recommended to be implemented. 

Finally, the study also investigates the speed limit updating frequency of the integrated control 

system. 

8.3. Directions for Future Research 

In this section, some of the limitations of the developed VSL control frameworks in this 

report are presented and directions for further research are also discussed. 

Typically, the VSL control is always formulated as a discrete-time constrained non-linear 

optimal control problem. The formulated optimal control problems relying on the macroscopic 

second-order (e.g., METANET) and first-order mode (e.g., CTM) are often nonlinear and 

nonconvex, which are hard to solve. In the future, the authors will aim at formulating the VSL 

control as an approximate linear optimization problem so that it can be solved in a much more 

efficient and effective way. 
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In this study, the intelligent driver model and California PATH car-following model are 

directly adapted to model the car-following characteristics of CAVs. The lane-changing behavior 

of CAVs is manipulated using the lane changing model of VISSIM. For CAVs, the effects of lane-

changing control should be well studied in the future.  

Lastly, communication delays should be considered when formulating the VSL control in 

a CAV environment. The authors will also explore the stability of the car and truck platoons under 

different speed limits. The vehicle behavior of CAV platoons before and during lane changes will 

also be studied.  

In the future, with the development of intelligent transportation technologies, an 

operationally and economically efficient VSL control system will be formulated and implemented, 

which can be used to decrease air pollution, reduce fuel consumption, and improve highway 

mobility and safety.  
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